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Auditory menus can supplement or replace visual menus to enhance usability and acces-
sibility. Despite an increase of research on auditory displays, more research is still needed
to optimize the auditory-specific aspects of these implementations. Here, we report on three
studies to determine how best to render the important concept of an unavailable menu item.
In Study 1, 10 undergraduates and 4 visually impaired adults compared various speech pairs
for available and unavailable menu items. Participants preferred a female voice over a male
voice and preferred our new implementations such as whispered and attenuated voices for
unavailable items. In Study 2, 23 undergraduates navigated an MS Word-like auditory menu
with a mix of available and unavailable items. Using a whispered voice for unavailable items
was favored over an attenuated voice and saying “unavailable.” In Study 3, 26 undergradu-
ates navigated a novel auditory menu. With practice, whispering unavailable items was more
effective than skipping unavailable items. Results are discussed in terms of acoustic theory,
cognitive menu selection theory, and user interface accessibility.

0 INTRODUCTION

For decades, an increasing awareness of the limitations of
traditional visual interfaces has spurred research on sound
as a viable mode of information display [1]. If implemented
well, the use of sound (often, but not necessarily, in addi-
tion to visuals) can lead to a more universally accessible
interface design [2] for users with temporary or permanent
vision loss [e.g., 3, 4] and for users with normal vision
[e.g., 5, 6]. Many auditory interfaces are implemented as
menus in which the menu items are spoken to the user. The
most common of those are speech-based applications such
as the screen readers, JAWS, Window-Eyes, and Thunder.
There have also been some efforts to make systems based
on or enhanced by non-speech audio, such as Soundtrack
[3], SonicFinder [7], Mercator [8], AudioDesktop [9], and
Earpod [10]. Whether speech or non-speech, the relatively
lower demand for assistive technology has resulted in less
competition in the market, which has led to slower revisions
of products [11] and also a slower pace of research [12].
Therefore, considerably more research is still needed to ex-
plore even the basic and fundamental parts of the auditory
interface.

Yalla and Walker [13] suggested that using the analogy
of a visual display might be a good starting point and an
appropriate way of designing an auditory display. However,

in that translation process, care is needed for optimal im-
plementation of auditory interfaces. For example, simple
conversion of text into speech is not enough [3]. What is
required are mechanisms for fundamentally modifying the
display in conjunction with the manner in which informa-
tion is conveyed. For this, proper reflecting on an interface’s
auditory characteristics is required [12].

This paper presents a series of three studies looking at
one particular (and very common) menu attribute, the state
of a menu item being available (“active,” “selectable”) ver-
sus unavailable. We hope to show through this example that
both programming infrastructure and design decisions mat-
ter, and it is not always appropriate for the auditory display
to simply “say” whatever the visual display “shows.”

1 AUI (AUDITORY USER INTERFACE) BY
ANALOGY WITH GUI (GRAPHICAL USER
INTERFACE)

1.1 Auditory Representation of Text
The use of speech is the most obvious means of using

sound instead of visual text. Most auditory user interfaces
to date have focused on using speech alone. There have
been speech interfaces for online systems including audio
HTML [14, 15], screen readers for visually impaired people
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[16–18], and online help systems [19]. Also, operating sys-
tems of desktop computers have implemented speech inter-
faces (e.g., Voice Over, http://www.apple.com) for assistive
purposes. Recently, navigation devices in which voice and
sounds are the most important interaction modality have
adopted diverse types of voices such as different languages,
genders, synthesized text-to-speech (TTS) and real human
voice, and even celebrity voices (http://www.garmin.com,
http://www.tomtom.com). Even household appliances have
incorporated partial or full speech technologies for univer-
sal design. For example, some washing machines use a hu-
man voice in the help function (http://www.samsung.com)
and air conditioners and refrigerators employ TTS and hu-
man voice prompts (http://www.lge.com) to guide novice
users and older adults. Moreover, the Apple iPod Shuffle is
a broadly adopted consumer product that has no visual dis-
play at all, and employs only speech interaction. All these
recent trends encourage further research into speech in user
interfaces.

1.2 Auditory Analogies for Icons
Just as text is not the only feedback in a visual system,

speech is not the entirety of an auditory user interface.
Recently, non-speech auditory display has been more ac-
tively studied as a way to compensate for the weaknesses of
speech, such as overall slowness of speech-based interfaces.
For example, auditory icons [7] are audio representations
of objects, functions, and events that bear an analogic re-
lationship with the objects they represent. They are easily
learned because the relation between a source of sound and
a source of data is more natural than others. Adopting these
advantages, Gaver [20] created an auditory icon-enhanced
interface. Also, some researchers have attempted to convert
GUIs to nonvisual interfaces using auditory icons [21, 22].
However, it is sometimes difficult to match all the functions
of the devices such as “save” or “unit change” with proper
auditory icons. As a result, there have been relatively few
systematic uses of auditory icons in auditory interfaces, and
certainly fewer in auditory menus in particular. Earcons
[23], on the other hand, use short sequences of musical
sounds as symbolic representations of actions or objects.
While this arbitrary mapping means that earcons can be
applied to any type of menu, the flexibility requires users to
have some training. Earcons have been successfully applied
in a desktop computer interface [24] and a mobile device
[25, 26]. Also, subsequent hierarchical menu experiments
showed that the systematic nature of earcons makes them
promising for displaying hierarchical information [44, 45].

1.3 Auditory Analogies for Text + Icons
Modern GUI menus include both text and icons. As a

relatively new analogy of this, spearcons [27] and spin-
dex [6] were introduced into speech menus to overcome
the shortcomings of either text-only (speech) or icon-only
(auditory icons or earcons). Spearcons can be produced by
speeding up spoken phrases, even to the point where the
resulting sound is no longer comprehensible as a particu-
lar word [27]. These unique sounds blend the benefits of

text and icons because of the acoustic relation between the
spearcons and the original speech phrases. Accordingly,
spearcons are easier to learn than other audio icons (e.g.,
auditory icons or earcons 28, 29). The use of spearcons
has enhanced navigational efficiency on the spoken audi-
tory menus of two dimensional interfaces [5] as well as one
dimensional menus [30, 31].

A spindex [6] is created by associating an auditory cue
with each menu item, in which the cue is based on the
pronunciation of the first letter of each menu item. For
instance, the spindex cue for “Apple” would be a sound
based on the spoken sound “A.” The set of spindex cues
in an alphabetical auditory menu is analogous to the visual
index tabs in a reference book (e.g., a large dictionary). The
benefits of the spindex cues are clearer in long menus with
many items [6] because they help per-item speedups. Also,
since the spindex cues are part of the original word and
natural, they do not require training. The spindex showed
promising results in one dimensional menu-navigation and
even in a dual task context [32].

1.4 Auditory Representation of Widgets and
Structure

Auditory displays have been applied to not only text
and icon items, but also entire menu structures. Brewster
[33] once used earcons to implement sonically enhanced
widgets including buttons, menus, scrollbars, alert boxes,
windows, and drag and drop. More recent research on the
addition of auditory scrollbars has also demonstrated their
potential benefits for visually impaired participants [34].

Ludwig and his colleagues tried to create an audio win-
dow system through digital audio processing based on
acoustics [35]. For instance, they applied self-animation,
thickening, and peaking to highlight and emphasize an au-
dio source in the foreground. In contrast, they used muf-
fling and distancing to deemphasize less prominent parts.
Additionally, muffling was suggested to help acoustically
denote a metaphorical “grabbing” of an audio source, sim-
ilar to “grabbing” a visual icon with a mouse in a visual
system. Their work is an interesting example of attempts to
translate a visual interface into an auditory interface.

To summarize, auditory display researchers have tried to
use visual analogy in developing auditory user interfaces
and have yielded successful outcomes as shown above.
However, given the growing and varying use of audio in
the user interface, more research is needed for implement-
ing sophisticated auditory applications.

2 THE CURRENT STUDY AND HYPOTHESES

To develop refined auditory interfaces, the shift from
GUI into AUI requires some knowledge of the characteris-
tics of human auditory processing and psychoacoustics. De-
spite auditory researchers’ efforts, developers and designers
still depend on naı̈ve or arbitrary mappings between visual
and auditory renderings when developing auditory systems.
Text can be converted to synthetic speech, but this does not
mean that adapting an interface for use by blind people
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implies simply plugging a speech synthesizer into a stan-
dard computer or terminal [3]. To illustrate, one study used
a male voice to read basic text and applied a female voice
to hypertext links [16] in a web application. Another study
used male and female voices in a menu system to represent
its hierarchy [36]. Other researchers used a beep sound for
unavailable items on the menu system [18]. Whereas all
of these attempted to apply differentiated mappings, none
of these designs provided an intuitive mapping between
functions (or structure) and acoustical characteristics.

The issue could be solved by varying sound attributes
in AUIs, more like the way font or color is used in GUIs
and, perhaps, even allowing users to select their favorite
mappings just as they choose fonts or colors. Nevertheless,
designers or engineers need a default setting value based
on empirical findings. User preferences might depend on
users’ demographic characteristics, the type of device, or
the context of use [37]. In addition, sometimes different
parts or different tasks of the interface need to be ren-
dered differently in the auditory interface. For instance,
when it comes to the menu interface, considerably more
visual components remained to be converted into auditory
displays, such as divider, shortcut, submenu, dialog box,
menu status, as well as menu items and icons.

The current study focused on the common interface is-
sue of depicting unavailable menu items. This is a cru-
cial aspect of menus that needs to be clearly conveyed in
both visual and auditory menus. This study investigated the
simple idea of using “whisper” and “attenuated voice” for
unavailable items in auditory menus. Study 1 was a prelim-
inary study in order to narrow down the basic ideas for the
next quantitative studies. It was expected that both sighted
and visually impaired users would prefer some types of
acoustical mappings more than other alternatives. Study 2
compared the novel whisper approach to what is used in
existing applications (e.g., JAWS screen reader), namely
saying “unavailable” just after the menu item text. Finally,
Study 3 compared the whisper to the common GUI con-
vention of simply skipping unavailable items, in terms of
learning the entire menu structure and forming a mental
model for it [38].

3 STUDY 1A: SIGHTED USERS’ NEEDS AND
PREFERENCE FOR MENU STATUS MAPPINIG

Study 1A was a preliminary investigation with sighted
undergraduates regarding the sound mapping for unavail-
able menu items in auditory menus in order to identify
users’ needs and preference and to inform a later investiga-
tion with visually impaired participants.

3.1 Methodology
Participants. Ten undergraduate students (6 female;

mean age = 18.8 years) participated in this study for par-
tial credit in psychology courses. All reported normal or
corrected-to-normal vision and hearing, signed informed
consent forms, and provided demographic details about age
and gender.

Fig. 1. A Microsoft Word-like menu structure for Studies 1a and
1b. The menu items that are not frequently used were removed
from the original MS Word menu.

Apparatus. Stimuli were presented using a 17-inch iMac
computer, running Mac OS X 10.5 on a 1.83 GHz Intel
Core Duo processor and 1 GB of RAM. The built-in Intel
High Definition Audio and speaker were used for sound
rendering and listening. The computer monitor was placed
on a table 40 cm in front of the seated participants.

Stimulus Menu Structure. A 2-dimensional menu
structure was composed containing 84 menu items (see
Fig. 1 and Table 1(a)). The menu items were based on the
items in the Microsoft Word menu, although items that are
not frequently used (e.g., “Send To,” “Copy to Scrapbook”)
were not included. We had several pilots to take out those
infrequent items with students who have not participated in
any of our studies.

Visual Menu. A Java application was created to present
the visual menu, as shown in Fig. 1. The participant was
able to navigate the menu by a mouse or with cursor keys.
Just as in a usual menu, available items were rendered in
black text, and unavailable items were rendered in grey text,
using the same font.

Auditory Menu. The auditory menu was built into the
same Java program, using the APWidgets library [11]. If
a participant selected a menu item, the sound cues were
generated by APWidgets as follows. For available menu
items, a text-to-speech (TTS) rendering of the menu item
text (e.g., “Print Preview”) was played. For unavailable
items, a different TTS version of the text was played (e.g.,
a whispered version of “Print Preview”).

There were eight conditions based on speech sound type
for the item availability (see Table 2). The voice could be
male or female; the unavailable items could be the same
or different gender; and the unavailable items could be
whispered or attenuated.

Auditory Stimuli Details. TTS files (.wav format)
were generated for all of the menu items using the
AT&T Labs TTS Demo program with the “Mike-US-
English” for male voice and “Crystal-US-English” for fe-
male voice (www.research.att.com/∼ttsweb/tts/demo.php).
Attenuated speech sounds were obtained by attenuating the
original TTS files by 10 dB in Cool Edit Pro 2.0. Whis-
per sounds were created by using “Morphoder,” one of the
audio plug-ins in Cubase SX 3.0. Overall, whispered TTS
was about 20 dB quieter but was 15 dB louder in the 4 kHz
band, and the noise level was boosted by 20 dB from the
original TTS.
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Table 2. Speech menu conditions in Study 1A.

Cond. Available Unavailable

1 Male Male Whisper
2 Male Female
3 Male Female Whisper
4 Male Male Attenuated
5 Female Female Whisper
6 Female Male
7 Female Male Whisper
8 Female Female Attenuated

Procedure. To begin, the experimenter demonstrated vi-
sually and aurally one of the speech menu types to the
participant and explained the meaning of the sound map-
ping. Then, each participant was asked to navigate the menu
with a mouse or keyboard until he or she felt comfortable
with it. In every session, all of the participants were asked
to navigate each condition in turn. Meanwhile, participants
were encouraged to express any thoughts and feelings about
the menus and sound mappings. They were allowed to ask,
answer, and discuss with other participants or the experi-
menter. This procedure was repeated for all eight conditions
(i.e., each speech menu type was presented). The order of
appearance of the speech menu conditions was randomized
for each session. After completing the navigation with all
of the speech menu conditions, participants were asked to
individually rank the top three choices as first, second, and
third for the auditory representation of available and un-
available menu mappings and provide any comments about
the speech mapping. All of the conversations and feedback
were recorded for subsequent analysis. All of the proce-
dures lasted around 40 minutes for each session. There
were four sessions in total and each session was composed
of two or three participants.

3.2 Results
As shown in Table 3, weights were allocated to each

rank in order to consider the rankings more quantitatively:
3 points for the first rank, 2 points for the second rank, and
1 point for the third rank. Using this method for weighted-
rank scoring, the summed points for each pair of the avail-
able and unavailable items were calculated as follows:
female/female-attenuated (16) > female/female-whisper
(12) > male/male-whisper (10) = male/male-attenuated
(10) > male/female (5) > female/male (4) > female/male-
whisper (3) > male/female-whisper (0). Using the same
weighted-rank scoring, a couple of preference analyses fol-
lowed. First, to look at preferences for speech gender, the
conditions were divided into two different categories (male
vs. female) for available menu items. As a result of pooling
the rank scores, participants preferred female (35) to male
(25). Then, the conditions were re-categorized for gender
consistency between available items and unavailable items
(gender-consistency vs. gender-change). The results clearly
showed that participants preferred gender-consistency (48)
over gender-change (12) in available items. This preference
tendency for the consistent gender was also reflected in the

first rank pairs. For the best choice, nine out of ten partic-
ipants preferred the same gender over the different gender.
In particular, five participants preferred the same gender
whisper pairs (three chose male/male-whisper; two chose
female/female-whisper) and four participants chose the
same gender attenuated pairs (three chose female/female-
attenuated; one chose male/male-attenuated). Only one par-
ticipant chose the female/male-whisper as her best choice.

Participants’ comments were similar to the ranking re-
sults. Some participants favored whisper, noting, “It is so
different and distinct. It is fun and I definitely knew which
were available or not” and “I feel that the whisper is a
key aspect in the voice analysis.” However, others were
concerned about its quality more than the functional map-
ping: “The quality of the whispers was not that great” and
“Whisper sound is weird.” Some participants supported the
attenuated version: “It made logical sense and was the most
effective” and “clear,” but one participant pointed out that,
“It needs to have a slightly larger difference in volume,”
though the 10 dB difference is perceptually half of the
original loudness. Overall, the female voice was said to be
“more clearly spoken” and “more pleasant sounding” than
the male voice. Participants generally preferred hearing the
same gender in available and unavailable items because the
gender change between them was “too distinct,” “hard to
relate to,” and “really confusing.”

These results were sufficient to provide a sense of sighted
participants’ general preference. To examine whether other
classes of users might have different opinions for that de-
signing issue, the investigation continued with visually im-
paired adult participants.

4 STUDY 1B: VISUALLY IMPAIRED USERS’
NEEDS AND PREFERENCE FOR MENU STATUS
MAPPING

After completing Study 1A, we narrowed down the num-
ber of sound mapping pairs. There are two reasons for
this. First, because visually impaired people should de-
pend totally on the auditory modality in our study; eight
pairs of alternatives might be hard for them to memo-
rize and discern. Second, based on the recommendation
of the Institutional Review Board for research involv-
ing vulnerable populations, we tried to reduce the total
amount of research time and procedure for their conve-
nience. As a result of Study 1A, we eliminated the gender-
change conditions, and thus, four different pairs were used
for Study 1B: female/female-whisper, male/male-whisper,
female/female-attenuated, and male/male-attenuated.

4.1 Methodology
Participants. Four visually impaired adults participated

in this study and received $20 compensation. All were
clients of the Center for the Visually Impaired (CVI) in
Atlanta (2 female and 2 male; mean age 49.5 years, range
44–55 years). Two participants were totally blind. One par-
ticipant had 1 degree of vision in the left eye with none
in the right eye. The fourth had only light perception. All
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Table 3. Points (ranks) for each pair in Study 1A.

Participant Male- Male- Male- Male- Female- Female- Female- Female-
No. MaleWhisper Female FemaleWhisper MaleAttenuated FemaleWhisper Male MaleWhisper FemaleAttenuated

1 3(1st) 1(3rd) 2(2nd)
2 3(1st) 1(3rd) 2(2nd)
3 3(1st) 1(3rd) 2(2nd)
4 1(3rd) 2(2nd) 3(1st)
5 3(1st) 2(2nd) 1(3rd)
6 2(2nd) 1(3rd) 3(1st)
7 1(3rd) 2(2nd) 3(1st)
8 1(3rd) 2(2nd) 3(1st)
9 3(1st) 2(2nd) 1(3rd)

10 2(2nd) 1(3rd) 3(1st)
Total Points 10 5 0 10 12 4 3 16

participants reported normal hearing and provided demo-
graphic details about age, gender, visual impairments, and
usage of a desktop computer and a mobile phone. All of
them had experience with the screen reader, JAWS, Magic,
MAC VoiceOver, Windows Eyes, and System Access, and
were familiar with using desktop computers (mean year of
use: 18 years) and Microsoft Office. An impartial witness
read the consent form to all of the participants and helped
them as needed to sign the consent form.

Stimuli and Apparatus. The 2-dimensional auditory
menu structure from Study 1A was used. Based on the re-
sults of Study 1A, the same gender voice was always used
for both available and unavailable items within a block.
This resulted in four conditions: The TTS voice could be
either male or female, and the unavailable items could be
either whispered or attenuated. Stimuli were presented us-
ing a 15-inch laptop running Windows XP. The four arrow
keys were marked with tape to guide participants’ hand(s).
Participants used Sennheiser HD202 headphones to listen
to the auditory stimuli.

Procedure. After obtaining informed consent, the inves-
tigator instructed participants on the goal of the study and
the task. Their task was to navigate the Microsoft Word-
like auditory menu (could not see the visual menu) with no
specific target in mind. They were told that they could nav-
igate the menu until they felt sufficiently familiar with the
interface to notice the meaning of the auditory rendering
that was composed of different acoustical characteristics
for different functionality. In the instruction, however, the
instructor did not explain the underlying mechanism of the
sound mappings. To begin, the investigator set up one of
the speech menu types for the participant and the participant
navigated the menu with four arrow keys. Then, the partici-
pant was asked to guess the meaning of the sound mapping.
While the participant interacted with the menu using a key-
board, he or she was encouraged to express any thoughts or
feelings about the menu and sound mapping. This was re-
peated for all four conditions (i.e., each speech menu type
was presented serially). The order of appearance of the
speech menu conditions was randomized for each session.
In total, we had four different sessions, in each of which
we had one participant. After completing the navigation of
all of the speech menu conditions, the participant answered
the following five questions: (1) Which do you prefer be-

tween male voice and female voice for auditory menus?
Why? (2) Which do you prefer between whisper and atten-
uated voice for unavailable items? Why? (3) What do you
think about saying “unavailable” or “dimmed” in addition
to unavailable menu items? (4) What about gender change
across availability? For example, available items–male, un-
available items–female, or vice versa; does it make sense?
(5) What is the best choice for unavailable items among
alternatives (whispered, attenuated, saying “unavailable,”
saying “dimmed,” and gender change)? Finally, they pro-
vided comments about the speech mapping and this study.

4.2 Results
Five Questions:
(1) Which do you prefer between male voice and female

voice for auditory menus? Why?
Three out of four participants preferred the female voice

over the male voice for auditory menus because the female
voice was “clearer,” “easier to understand,” “simple,” and
of a “higher tone.” This result agrees with that of sighted
participants in Study 1A.

(2) Which do you prefer between whisper and attenuated
voice for unavailable items? Why?

Two of the participants preferred whisper, noting, “it has
more contrast and is a little more understandable for me”
and “you have to pay attention more on lower volume (at-
tenuated).” The other two participants liked the attenuated
voice, reporting, “(attenuated voice is) clearer and easier to
understand” and “whisper is hard to understand.”

(3) What do you think about saying “unavailable” or
“dimmed” in addition to unavailable menu items?

Two of the participants favored that strategy, saying it
would be “helpful” and “beneficial.” One of the partici-
pants said “it depends.” She said, “it could be as good as
other alternatives such as whispered or attenuated voice,
depending on the situation.” Also, she added, “the whisper
version could be quicker for power users.” The remaining
participant pointed out that saying the menu state after the
unavailable menu items was not good because it makes
speech “too long.” As mentioned, since all of four partici-
pants have used JAWS, they are accustomed to the strategy
of appending “unavailable,” even though they are not aware
of it.
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(4) What about gender change across availability? For
example, available items–male, unavailable items–female,
or vice versa, does it make sense?

In contrast to sighted people’s responses, three out of four
participants agreed with the method noting, “it is fine.” One
participant had even been using multiple voices for various
functions in software such as Microsoft Excel. Only one
participant worried about it, saying, “it’s confusing.”

(5) What is the best choice for unavailable items
among alternatives? (whispered, attenuated, saying “un-
available,” saying “dimmed,” and gender change)

For this last question, the four participants provided four
different answers. Each one of the participants favored each
of the strategies of: saying “unavailable,” whispered voice,
and gender change (male for available items and female for
unavailable items). The remaining participant replied that
it is “situational.”

Other Results:
Overall, visually impaired users preferred any acoustical

contrast in an auditory menu and were excited by the at-
tempt to apply those varied distinctions for it. They were
generally satisfied with the quality of the speech implemen-
tation in this study, including the whisper sounds. Among
the four participants, only one intuitively figured out the
meaning of the whisper as unavailable menu items. None of
them identified the meaning of the attenuated voice. More-
over, participants pointed to the problems of current screen
readers, saying, “a robotic male voice is like a machine”
and “the voice tone is monotone.” These notions exactly
correspond with previous research [15]. The results of Stud-
ies 1A and 1B were enough for us to help identify some
promising alternatives of sound mapping and narrow down
the set of spoken menu item approaches for the subsequent
quantitative studies.

5 STUDY 2: FAMILIAR MENU NAVIGATION

Study 2 was conducted to compare these novel ap-
proaches for unavailable menu items to the current typical
screen reader approach. Because new implementations such
as whispered and attenuated voice for unavailable items are
shorter and more intuitive than the existing method of ap-
pending additional phrases to the menu item (e.g., “unavail-
able”), we expected them to be favored both in objective
and subjective metrics.

5.1 Methodology
Participants. Twenty-three undergraduate students (8

female; mean age = 19.7 years) participated in this study for
partial credit in psychology courses. They reported normal
or corrected-to-normal vision and hearing, signed informed
consent forms, and provided demographic details about age
and gender. None had participated in Study 1A.

Stimuli and Apparatus. In accordance with the results
of Studies 1A and 1B, Study 2 included only female/female-
attenuated and female/female-whisper renderings for
unavailable items. Additionally, there was one more con-
dition in which, rather than changing the speech type to

Fig. 2. The screen grab of the visual menu structure for Studies
2 and 3. In Studies 2 and 3, participants could not see the menu
items. Rather, they could see the name of the target item, name
of the selected item, and the empty frame of the overall submenu
structure. They could also identify the target as available or un-
available on it. The familiar Microsoft Word-like menu were used
in Study 2. Study 3 used acoustically similar but semantically
unfamiliar items (see the Table 1 for the details).

whisper or attenuated, the system appended the word “un-
available” to the menu label. The motivation for this comes
from the way in which some existing screen reader software
conveys the concept of unavailable menu items. JAWS says
“Print Preview. . .unavailable” if the “Print Preview” menu
item is unavailable. As a sidebar, it should be pointed out
that Voice Over in Mac OS X expresses the case as “Print
Preview. . .dimmed.” This could be considered a more prob-
lematic approach than what is used in JAWS, because it is
describing the visual rendering of the menu item, rather
than the functional state. This may be of limited utility to
someone who cannot see and perhaps never has seen the
“dimmed” visual menu.

Note that in this experiment, the menu list wrapped
around at the “top” or “end” of the list. That is, if the
last menu item was selected, and the down cursor key was
pressed, the top menu item would become selected. Also,
if a menu item was selected in a menu, and the left or
right arrow key was pressed, the menu title of the adjacent
menu would be selected, as is typical in visual menu im-
plementations. Except for the new stimuli required for the
unavailable condition, all of the stimuli were identical to
Studies 1A and 1B. However, in Study 2 participants could
not see menu items visually because we wanted to evaluate
performance of menu navigation depending only on audi-
tory modality; rather, they could see the name of the target
item, name of the selected item, and the empty frame of
the overall submenu structure. They could also indicate the
target as available or unavailable on it (see Fig. 2). Partici-
pants listened to auditory stimuli using Sennheiser HD202
headphones, adjusted for fit and comfort. Other than the
headsets, the remaining apparatus was the same as Study
1A.

Procedure. There were three within-subjects con-
ditions based on unavailable item presentation type:
female/female-whisper, female/female-attenuated, and
female/female-unavailable. At the beginning of every trial,
participants pressed “Option + F” to activate the auditory
menu, which always started with the top left menu item.
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The task of the participant was to find a randomly assigned
target menu item by moving with the four arrow keys and
then press the enter key as soon as the target was reached.
Randomized sampling was without replacement so that it
was assumed that variability in the depth of the target item
in the menu was pseudo-equally distributed across targets.
They then indicated whether it was available or unavailable
by clicking a software button with the mouse (see Fig. 2).
Menu navigation time was operationalized as the time be-
tween the first press of the arrow key to start moving and
the press of the enter key. Time to indicate whether the item
was available or unavailable was not recorded. Overall, two
types of errors were logged: errors of target selection and
errors of type-match (identify the target as available or un-
available). The trials in which participants made an error
(either target selection or type-match) were not included in
navigation time calculation.

There were no practice trials before the experiment. Each
block contained 30 trials of different names as targets. In
every condition, 30% of the items were randomly desig-
nated as unavailable. After completing a block, the next
block presented 30 more trials in a different condition, and
so on. The order of appearance of the conditions was fully
counterbalanced across participants. After three blocks, one
for each of the conditions, participants filled out a short
questionnaire. An 11-point Likert-type scale was used for
the self-rated levels of perceived performance (appropriate,
functionally helpful, and discernible) (e.g., “0” = not at all
appropriate, “10” = very appropriate), preference (likable,
fun, and annoying) [6], and clarity of the speech (articu-
late, clear, and comprehensible) [39] with regard to speech
sounds. Finally, participants were asked to provide com-
ments on the study.

5.2 Results
Objective Performance:
Performance metrics included time to target, errors in

target selection, and errors in type-match (available vs. un-
available). Overall, objective performance was similar in
the three conditions. Mean navigation time was M = 15130
msec, SD = 5896, for the female/female-whisper; M =
15808 msec, SD = 5109, for the female/female-attenuated;
and M = 15482 msec, SD = 5206, for the female/female-
unavailable. These results were analyzed with a repeated
measures analysis of variance (ANOVA), which showed no
statistically reliable difference between the speech sound
types, F(2, 44) = .085, p > .05, η2

p = .004. Also, there was
no statistically reliable difference between speech sound
types in errors of target-selection, F(2, 44) = .525, p >

.05, η2
p = .023. Mean errors were M = 1.26, SD = 1.36, for

the female/female-whisper; M = 1.13, SD = 1.39, for the
female/female-attenuated; and M = .96, SD = 1.22, for the
female/female-unavailable condition. Similarly, there was
no difference between speech sound types in errors of type-
match, F(2, 44) = 2.554, p > .05, η2

p = .104. Mean errors
were M = 1.52, SD = 2.15, for female/female-whisper;
M = 1.57, SD = 2.00, for female/female-attenuated; and
M = .65, SD = 1.23, for female/female-unavailable.

Fig. 3. Perceived performance scores for Study 2. Partici-
pants favored the female/female-whisper and the female/female-
unavailable types.

Subjective Ratings:
In contrast to the objective performance, the results of

the subjective ratings showed statistically significant dif-
ferences between conditions as detailed below and shown
in Figs. 3 to 5.

Perceived Performance. Fig. 3 shows the results of per-
ceived performance, which is a measure of how well the
participant thought each condition should perform. This
figure suggests that participants favored the female/female-
whisper and the female/female-unavailable types over
the female/female-attenuated. Repeated measures ANOVA
showed a statistically significant difference between speech
sound types for “appropriate” rating values, F(2, 44) =
8.157, p = .001, η2

p = .270; for “functionally helpful” rat-
ing values, F(2, 44) = 14.673, p < .001, η2

p = .400; and for
“discernible” rating values, F(2, 44) = 13.748, p < .001,
η2

p = .385.
For the multiple comparisons among the speech

sound types, planned paired-samples t-tests were con-
ducted. On the “appropriate” scale, participants rated the
female/female-whisper (M = 7.74, SD = 2.24), t(22) =
3.441, p < .05, and the female/female-unavailable (M =
7.22, SD = 2.65), t(22) = −3.602, p < .05, significantly
higher than the female/female-attenuated (M = 5.22, SD =
2.58). Also, on the “functionally helpful” scale, participants
rated the female/female-whisper (M = 8.39, SD = 1.56),
t(22) = 5.273, p < .001, and the female/female-unavailable
(M = 7.39, SD = 2.79), t(22) = −3.710, p = .001, signifi-
cantly higher than the female/female-attenuated (M = 4.87,
SD = 2.83). In the same fashion, on the “discernible” scale,
participants rated the female/female-whisper (M = 7.30,
SD = 2.12), t(22) = 4.320, p < .001, and the female/female-
unavailable (M = 7.39, SD = 2.52), t(25) = −4.386, p <

.001, significantly higher than the female/female-attenuated
(M = 4.52, SD = 2.84).

Subjective Preference. Fig. 4 shows the results of sub-
jective preference scores. This figure suggests that partici-
pants favored the female/female-whisper over other condi-
tions. Repeated measures ANOVA for “fun” rating values
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Fig. 4. Subjective preference scores for Study 2. Participants fa-
vored the female/female-whisper over other conditions.

Fig. 5. Clarity of the speech scores for Study 2. Participants
also favored the female/female-whisper and the female/female-
unavailable.

showed a statistically significant difference between speech
sound types, F(2, 44) = 3.546, p < .05, η2

p= .139. Paired
samples t-tests showed significant results on the “fun” scale.
The female/female-whisper (M = 6.09, SD = 2.70) showed
higher scores than the female/female-attenuated (M = 4.35,
SD = 2.60), t(22) = 2.220, p < .05, and the female/female-
unavailable (M = 4.30, SD = 2.53), t(22) = 2.138, p < .05.
However, there was no statistically significant difference
between speech sound types for “likable” rating values,
F(2, 44) = 1.021, p > .05, η2

p= .044. Even though “annoy-
ing” rating values showed only marginal difference, F(2,
44) = 2.489, p = .095, η2

p= .102, users tended to rate the
female/female-unavailable condition very high on the “an-
noying” scale.

Clarity of the Speech. Fig. 5 shows the ratings of speech
clarity. This figure shows that participants also favored the
whisper and the unavailable conditions over the attenuated.
Repeated measures ANOVA showed a statistically signifi-
cant difference between speech sound types for “articulate”
rating values, F(2, 44) = 4.569, p < .05, η2

p= .172; for
“clear” rating values, F(1.499, 32.969) = 8.182, p = .001,

η2
p= .271; and for “comprehensible” rating values, F(2, 44)

= 7.660, p = .001, η2
p= .258.

For the multiple comparisons among the speech sound
types, we conducted paired-samples t-tests again. On the
“articulate” scale, participants rated the female/female-
unavailable (M = 8.57, SD = 1.41), t(22) = −3.116, p <

.05, significantly higher than the female/female-attenuated
(M = 7.00, SD = 2.65). Also, on the “clear” scale,
participants rated the female/female-whisper (M = 8.26,
SD = 2.12), t(22) = 2.837, p < .05, and the female/female-
unavailable (M = 8.17, SD = 2.12), t(22) = −4.205, p <

.001, significantly higher than the female/female-attenuated
(M = 5.70, SD = 3.38). In the same fashion, on the “com-
prehensible” scale, participants rated the female/female-
unavailable (M = 8.96, SD = 2.65), t(25) = −3.551, p <

.05, significantly higher than the female/female-attenuated
(M = 6.57, SD = 2.71). Also, the female/female-whisper
(M = 7.78, SD = 1.83), t(22) = 2.089, p < .05, was signif-
icantly higher than the female/female-attenuated.

In summary, as shown in Figs. 3 to 5, on the per-
ceived performance and clarity ratings, the female/female-
whisper and the female/female-unavailable were on iden-
tical levels and both of them led to higher scores than
the female/female-attenuated. However, on the prefer-
ence scale, the female/female-whisper was generally rated
higher than the other two conditions.

6 STUDY 3: NOVEL MENU NAVIGATION

Study 3 was conducted to compare the whisper version of
speech menus with a menu system that would be plausibly
created when software developers just follow the typical
defaults for programming menus. As a specific example,
the default menu behavior in a GUI (in particular on the
MS Windows platform, which is most commonly used by
people with visual impairments) is often to simply skip
over unavailable items when navigating through the menu
with the cursor keys. A visually impaired user who hears
the auditory menu produced by a screen reader would never
know about those unavailable, grayed-out, visually skipped
items. That should hinder learning of the menu items and
the overall menu structure. Developing an auditory menu
likely requires a different programming approach. If so,
it would be important to make this functionality available
to developers and communicate to them the importance of
such considerations. In order to obtain more objective data
about navigation performance with respect to system learn-
ing, we created an unfamiliar menu item set for participants
to learn [see 6, 31 for the use of a block design in auditory
menu navigation experiments]. See Table 1(b) for the new
menu items [see 40 for the use of a new menu items].

6.1 Methodology
Participants, Stimuli, and Apparatus. Twenty-six un-

dergraduate students (10 female; mean age = 20 years)
participated in this study for partial credit in psychology
courses. They reported normal or corrected-to-normal vi-
sion and hearing, signed informed consent forms, and pro-
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Fig. 6. Overall mean time to target (ms) for Study 3. Lower times
indicate better performance. Error bars show standard error of the
mean.

vided demographic details about age and gender. None had
participated in Study 1 or Study 2.

Given that learning rates were the focus of this study, it
was likely that any familiarity with the menu items could
contaminate the results. Thus, Study 3 included a new 2-
dimensional menu structure. The new menu had an identical
layout to the Microsoft Word-like menu used in Study 2,
however, its menu items were unfamiliar names in order to
minimize any effect of users’ previous knowledge of the MS
Word menu. Instead of MS Word menu titles such as File,
Edit, and Insert, the new menu included unfamiliar titles
such as Hills, Stars, and Islands (see Table 1(b)). The menu
design maintained as much acoustic (or at least syllabic)
similarity as possible, without any semantic similarity. For
example, Insert became Islands, which both have two syl-
lables, and Edit became Comet. As in Study 2, participants
could not see the menu items (Fig. 2) as the sounds of the
auditory menu were played. The apparatus was the same as
in Study 2.

Procedure. As in Study 2, the task of the participant was
to reach the target item in the auditory menu as fast as pos-
sible but without sacrificing accuracy. The target was ran-
domly chosen among available items only and was visually
displayed on the left side of the application. Each condition
contained 8 blocks and each block included 15 trials. In
every block, 30% of menu items were randomly designated
as unavailable. Study 3 used a between-subjects design
in order to look at learning effects. Thus, there were two
between-subjects conditions based on speech type: skip-
ping unavailable items and whispering unavailable items.
All participants experienced the same procedure for each
block, regardless of the assigned speech conditions. After
completing all eight blocks, participants filled out a short
questionnaire. An 11-point Likert-type scale also was used
for the self-rated levels of “functional helpfulness” in or-
der to understand the entire menu structure and “likability”
with regard to using speech type for unavailable items.

6.2 Results
The results are depicted in Figs. 6 and 7. In particular,

as shown in Fig. 6, the mean time to target (i.e., “search

Fig. 7. Subjective rating scores for the helpfulness in understand-
ing of the overall menu structure and likability for Study 3.

time,” in ms) of the skip condition was lower than that of
the whisper condition in early blocks. However, in Block 6,
the whisper condition reached the same level and after that,
search time of the whisper condition became lower than
that of the skip condition. These results were analyzed with
a 2 (Speech type) × 8 (Block) repeated measures ANOVA,
which revealed a statistically significant difference between
blocks, F(7, 168) = 60.554, p < .001, η2

p = .72. Overall,
there was no difference between speech types, F(1, 24) =
3.827, p = .062, η2

p = .14, whereas the interaction between
speech type and block was statistically significant, F(7,
168) = 2.649, p < .05, η2

p = .10. This interaction reflects the
fact that the practice effect was greater in the whisper con-
dition than in the skip condition. For selection errors, there
was no statistically significant difference between speech
types, t(24) = .961, p = .346. For the subjective rating data
as shown in Fig. 7, neither “helpfulness” scores, t(24) =
−.493, p = .627, nor “likability” scores, t(24) = −.613,
p = .546 produced any statistically reliable differences.

7 GENERAL DISCUSSION

This paper introduced whispered and attenuated TTS
sounds as an alternative design for the unavailable items in
auditory menus. The use of these new implementations for
unavailable items was compared to the typical current im-
plementation (appending “unavailable”) and to the common
default policy for visual menu implementation (skipping
unavailable items when manipulating arrow keys). Over-
all, results were subjectively (in Study 2) and objectively
(in Study 3) in favor of the “whisper” approach although
sound quality needs to be improved. The result that the
whisper version showed lower response time compared to
the skipping version after a moderate amount of practice
might imply that the whisper version is more effective than
the skipping version from the long-term perspective.

In more detail, Study 1 examined how basic properties
of the speech sound are preferred by sighted and visu-
ally impaired users. Both groups favored the female voice
over the male voice. This confirms previous research in
which a female voice showed more positive results than a
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male voice [39, 41, 42]. While visually impaired people
accepted changing the voice gender to signal an unavail-
able item, sighted participants clearly preferred the same
gender for both available and unavailable items in a menu.
This was because the gender metaphor was not understood
as being related to the availability of menu items. Admit-
tedly, since Study 1 employed only ten sighted participants
and four visually impaired participants, the preference for
voice property could still depend on contexts such as gen-
der of target users, goal, and domain of services [37]. That
is why the subsequent studies employed more quantitative
methods to investigate those issues.

Study 2 showed that the use of whisper for unavailable
items was subjectively preferred by participants. On the per-
ceived performance and the clarity of the speech, whisper
and saying “unavailable” gained similar high scores, but on
the likability scale, whisper was clearly preferred over say-
ing “unavailable.” Moreover, the annoyance score of saying
“unavailable” was higher than for the other methods. This
is important, given that JAWS employs the “unavailable”
method, which was shown to be less favorable here. It is
also important to point out that Voice Over in Mac OS X
follows the same path as JAWS, but instead of speaking
“unavailable,” OS X says “dimmed.” In addition to likely
being less-well rated (it is in the same family as “unavail-
able”), the “dimmed” term is a spoken description of the
visual interface. This is less useful to the visually impaired
listeners of an auditory menu because they might have no
idea what “dimmed” refers to. Similar possible phrases like
“grayed-out” are based on the visual rendering choices and
are not appropriate either. The auditory rendering of a menu
should convey the menu item state or function and not just
describe its visual rendering.

Even if the addition of a word like “unavailable” is
avoided, there are plenty of other ways to auditorily render
the concept of a menu item being unavailable. Some will
be better than others. Using just the naı̈ve analogy to visual
interfaces, adopting lower loudness might be considered as
a straightforward way to convey an unavailable item, given
that gray text is commonly used to represent unavailable
items, in cases where available items are shown in black
text. Moreover, since shorter is better in auditory menus,
applying lower volume for unavailable items might seem
to be more intuitive and better than adding “unavailable”
or “dimmed” to the item label. However, that is not the
only way to convey the concept of being unavailable. An
examination of everyday listening provides a plausible ap-
plication of whispered speech as another way to denote an
unavailable item. It is only through empirical evaluations
that one can determine which of these two methods (at-
tenuating and whispering) leads to better preference and
performance.

Study 3 showed the difference between a typical imple-
mentation of menus (skipping) and an alternative design
approach with respect to learning a new auditory menu. In
some operating systems and software platforms, the default
for the unavailable menu items when navigating with cur-
sor keys is to skip them. If a developer directly applies this
interface convention to auditory menus, it would be prob-

lematic because visually impaired users would not hear the
“missing” menu items, unlike the sighted user who can
scan over the grayed-out menu item and can learn where
they are for future use. According to Norman [43], when
users create and represent the system model, a “cognitive
layout” may be used (regardless of whether it is described
as scripts, metaphors, or production rules). The problem
is that too often menus hide the organization and struc-
ture of the tree rather than explicitly using it to the benefit
of the interface [43]. The skipping of unavailable items
can initially obtain efficiency in auditory menus, but in the
long run it seems to prevent users from forming the desir-
able cognitive layout for the entire menu structure. More-
over, usability depends not only on navigation time but also
on information transmission between the system and user.
Once users hear the order of the menu items, it can af-
fect their cognitive layout. If users hear a different order of
menu items later because some are now spoken (or silent),
it might diminish trust and familiarity with the system. It
is interesting to note that the spoken menus in VoiceOver
on Mac OS X, criticized earlier for using the visual word
“dimmed” to identify unavailable menu items to visually
impaired users, does a good job when it comes to the issue
of skipping items. When VoiceOver is turned off (the usual
case), unavailable items are skipped, but when VoiceOver
is turned on, unavailable items are not skipped. This is
a nicely adaptive feature of that particular auditory menu
system.

The difficulty of learning a menu with a “skipping” au-
ditory menu is similar to what can happen with “adaptive”
and also “collapsing” menus in a GUI. Adaptive menus
are sorted based on usage frequency and recent access. Be-
cause of the uncontrollable and unexpected changes in the
interface, the adaptive menu has been found to be signifi-
cantly slower than a static menu [40]. Theories of human
problem solving suggest that the understanding and repre-
sentation of the problem domain aids in the solution. To this
end, good user interface design should convey a sense of
meaning and engage schemata that lend themselves to solu-
tions of the tasks being performed [43]. It is not surprising,
then, that the results with auditory menus presented here
show that letting users obtain a consistent mental structure
outperforms the adaptive (or skipping) menu.

8 CONCLUSION

This project attempted to enhance the speech-based au-
ditory menu with a simple idea, using “whisper” to render
unavailable menu items. We focused on the assertion that
designers should go beyond a naı̈ve translation from text
into speech when creating auditory systems. However, as
mentioned earlier, the speech-based menus research has to
be accompanied with adequate non-speech sounds, just as
graphical user interfaces adopt ample non-text components.
Through a multi-faceted design effort, designers should be
able to create subjective satisfaction as well as usability and
universal accessibility of the devices and ultimately provide
essential information to various user populations efficiently
and pleasantly.
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