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The Architecture, Engineering, Construction, and Owner/Operator (AECO) industry is constantly searching for
new methods for increasing efficiency and productivity. Facility Managers (FMs), as a part of the owner/
operator role, work in complex and dynamic environments where critical decisions are constantly made.
This decision-making process and its consequent performance can be improved by enhancing Situation
Awareness (SA) of the FMs through new digital technologies. In this paper, InfoSPOT (Information Surveyed
Point for Observation and Tracking), is recommended to FMs as a mobile Augmented Reality (AR) tool for
accessing information about the facilities they maintain. AR has been considered as a viable option to reduce
inefficiencies of data overload by providing FMs with a SA-based tool for visualizing their “real-world” envi-
ronment with added interactive data. A prototype of the AR application was developed and a user participa-
tion experiment and analysis conducted to evaluate the features of InfoSPOT. This innovative application of
AR has the potential to improve construction practices, and in this case, facility management.

Published by Elsevier B.V.
1. Introduction

Facility management as part of the Architecture, Engineering, Con-
struction, and Owner/Operator (AECO) industry is constantly
searching for new methods for increasing efficiency and productivity.
The facility management profession depends heavily on archaic,
time-consuming tasks and systems to accomplish its goals. The
surge of new digital technologies provides great opportunities to
make these tasks easier and allow Facility Managers (FMs) to solve
problems faster. These professionals of the built environment require
access to information about the facilities they maintain. There is so
much information contained in our buildings that FMs have great dif-
ficulty in accessing the information needed at the right time or loca-
tion inside the building. In this research, Augmented Reality (AR)
has been used to help FMs with their daily inspection activities by
providing themwith an AR-based tool that would allow them to visu-
alize their real-world environment with added interactive data. In
order to assist FMs in accessing the information crucial for the task
at hand, the concept of Situation Awareness (SA) is applied. The pro-
posed research will fuse the area of AR and SA to solve the problem of
providing the right information at the right time and location inside a
facility.

Significant research has been done in the area of AR and the tech-
nology has advanced to a degree where consumer grade applications
.V.
have started to be used by the public. AECO can utilize the low-cost
mobile-device AR to optimize workflows for various purposes includ-
ing quality control, safety management, scheduling, mocking up
spaces for clients, training workers, construction education, and in
this research for facility management. Due to its low-cost and the
vast array of possible applications, mobile AR will likely have a signif-
icant impact on AECO operations in the next decade. Although con-
sumers are beginning to see mobile AR integrated more and more
in their daily lives, these applications are relatively simple in func-
tionality, for static environments, and mainly for entertainment
purposes that require little accuracy. The use of AR for facility man-
agement environments requires extreme accuracy and flexibility.
The most significant challenge for researchers in facility management
with an interest in AR will be to find solutions that are scalable and
can change rapidly with the operation/maintenance environment.
One of the issues in developing robust mobile AR tools for the facility
management domain is Indoor Location Tracking. Current use of AR is
mainly for use in outdoor settings where access to Global Positioning
System (GPS) andWireless Fidelity (Wi-Fi) technologies are available
and relatively accurate. In contrast, AR applications for the facility
management domain mostly require solutions for an indoor environ-
ment that might not have adequate GPS or wireless network access.
This application also requires a high level of accuracy, within
centimeters, and must be able to span long distances across several
building stories. Another issue arises when integrating Building Infor-
mation Models into mobile AR systems. Building Information Model-
ing is becoming the new standard in AECO. These information-rich
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models are overwhelmingly difficult to integrate into mobile AR
solutions. In order to have seamless mobile AR solutions, guidelines
will need to be created for how BIM models should be parsed and
translated into a lower geometric and data resolution or partially
loaded on display devices with only needed information. Considering
all these challenges, Information Surveyed Point for Observation and
Tracking (InfoSPOT) was developed as a prototype of a low-cost
AR solution (tracking system+mobile application) to enhance the
decision-making process of the FMs. InfoSPOT users (FMs) will be
able to quickly install a Surveyed Point for Observation and Tracking
(SPOT) mat and access the SA-based information through their
mobile devices.
2. Situation awareness, applying a user-centered information
assessment approach to facility management domain

In order to keep the human professional in charge and to enable
him/her to solve meaningful problems in a manner that is as natural
as possible, new approaches that are more user-oriented should be
used to augment human capabilities. Systems have traditionally
been designed and developed through a technology-centered per-
spective [1]. In such a perspective the designers would accept the
technology as is and would try to apply the very same technology in
different domains without considering the very important element
of the ultimate end-user (human). In a technology-centered perspec-
tive, the end user and all its requirements would be considered
improperly identical in different domains. In this research, a user-
centered approach was employed. Unlike the technology-centered
approach, the very first issue that should be resolved in a user-
centered perspective is whether the technology is usable considering
the real users' information requirement and their experience in a spe-
cific domain. For understanding the information requirement part,
Situation Awareness as an approach to user-centered design was
used before system development and for investigating the users
experience, a user-participation approach was recruited for evalua-
tion purposes as a phase right after the system development.

A widely accepted definition of Situation Awareness (SA) is,
“knowing what is going on so you can figure out what to do” [2].
Basically, SA is having awareness about what is happening around,
in order to make decisions based on that information, now and in
the future. In more detail, SA clarifies what is needed for reaching
the goals of a specific job by understanding what important informa-
tion is to be used in the decision-making process. Formally, SA has
been defined by Endsley [3–5] as “the perception of the elements in
the environment within a volume of time and space, the comprehen-
sion of their meaning and the projection of their status in the near
future.” Improved SA can lead to better decision-making and perfor-
mance [6]. As highlighted in Fig. 1, there is a relationship between en-
vironment, situation awareness, decision-making, and performance.
Within the SA process, at the first level, the operator should perceive
relevant information (Level 1 SA), then integrate this data with task
goals (Level 2 SA), and at the end, predict future events based on
his own understanding (Level 3 SA).
Fig. 1. Situation awareness feedb
Various domains, such as fighter aircraft navigation, electronic
systems and automation technology, driving and ground transporta-
tion, energy production and distribution, space operations, nuclear
power plant management, and the medical field, have applied the
SA methodology [5]. As an example, Son et al. [7] applied SA in a
disaster response system. Their study found that for an effective
situation-aware decision making process, IT-based systems should
be designed to support individual responder as well as group decision
making, considering complex socio-behavioral-technical interaction
at the individual, team and inter/intra-organizational levels. They
concluded that SA would support users' ability to get the required
information on an as-needed basis under dynamic and complex con-
ditions, which would result in improvements in decision-making and
response efforts.

In this research, SA means understanding the information needs of
facility management personnel in goal-oriented positions that are
critical to the decision-making process in dynamic facility environ-
ments. Gheisari and Irizarry [8] took the initial steps in the applica-
tion of SA in the facility management domain. The most recent
definition of facility management is “a profession that encompasses
multiple disciplines to ensure functionality of the built environment
by integrating people, place, process, and technology” which was
presented by the International Facility Management Association
(IFMA) [9]. This means FMs work in a complex environment in
which they have to keep up with a large amount of information.
FMs cannot easily filter and organize information in an accurate man-
ner. This results in less than optimal decisions being made. The user,
working on critical facilities or jobsites, should neither be overloaded
with irrelevant information nor be hampered by inappropriate ser-
vices and cumbersome input and output techniques. Gheisari and
Irizarry [8] proposed a conceptual model based on the SA concept,
which can help FMs to overcome the complexity of provided informa-
tion in their working environment (see Fig. 2). SA can filter this large
amount of information and provide the facility manager with orga-
nized and required information. The organized information require-
ments not only can shape the mental picture of the facility manager
but also have the potential to be used as a basis for developing
human-computer interfaces and applications. The improved mental
picture together with human-computer interfaces can prosper the
decision making process of FMs and can lead to the achievement of
their goals in the facility management domain. Goals such as reducing
errors and improving task performance can lead to the improvement
of FMs’ practices in their working environment.

Based on the SA-centric outcome of the Gheisari and Irizarry [8]
research, a human-computer application was developed to facilitate
the decision making process of FMs. This human-computer applica-
tion uses AR as a viable option to reduce data overload inefficiencies
in facilities by adding interactive data to their real-world environ-
ment. FMs can use this application through their mobile devices.

3. AR, mobile AR, and InfoSPOT

According to Azuma [10], “AR allows the user to see the real world,
with virtual objects superimposed upon or composited with the real
ack loop (adapted from [8]).



Fig. 2. The conceptual model of FM and SA integration [10].
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world. Therefore, AR supplements reality, rather than completely
replacing it.” There are previous studies about AR application to
AEC+FM domain. Shin and Dunston [11] have studied the possible
application areas of AR to the construction domain for enhancing per-
formance. The majority of these studies and applications are in the
outdoor environment [12–14], focusing on design [15] or construc-
tion [16,17] phases. There are few studies in AR application in facility
management as a phase that happens after the construction phase
and usually in an indoor environment.

FMs are often required to relate physical objects to database-like
text-based information. This makes AR a good candidate to aid FMs
with their routine tasks because their live view of a space could
now be supplemented by the database information they needed, all
in one interface. Traditionally, FMs needed to shift the domains they
were working in from the physical domain of the assets they man-
aged to a printed or digital manifestation of the information related
to those assets. As Henrysson and Ollila [18] pointed out in their
study on Ubiquitous Mobile Augmented Reality (UMAR), AR can
help solve real world problems because “there is no need for
distracting domain switching.”

Since FMs are constantly moving through the spaces they manage,
having a portable, mobile device would be beneficial if they were to
employ AR in their tasks. Mobile AR has been the topic of many
research papers for decades evolving in complexity not only in
terms of software but also in hardware. From Head Mounted Displays
(HMDs) to tablet PCs to handheld mobile devices, the field of mobile
AR is constantly changing as technology rapidly improves and makes
AR more accessible to the consumer. Research by Feiner et al. [19] on
a Touring Machine show early mobile AR development where users
wore a HMD coupled with a secondary handheld display and a stylus
to access information about the world around them. Several years
later Wagner and Schmalstieg [20] deviated from HMDs and created
the first self-tracking AR system on a Personal Digital Assistant
(PDA) with an attached camera that utilized the AR Toolkit [21].
More recently several studies have been utilized AR and mobile
phones [18,22]. As mobile phones and tablets replace the HMDs,
great opportunities have been provided for AR applications that do
not require bulky, socially unacceptable hardware.
As reported by eMarketer [23] , there is an estimated 34 million
tablet users in the US with the Apple® iPad® taking a share of 28 mil-
lion users. With such a significant user base with access to tablets and
previous research indicating the benefits of hand-held mobile devices
over HMDs, the iPad® was utilized as the testing device for the
InfoSPOT prototype because it had a large screen that made augmen-
tations easier to select, and it was also compatible with KHARMA, the
software architecture used for developing InfoSPOT.

Developed by researchers at the Georgia Tech Institute of Technolo-
gy, KHARMA [24] extends upon Keyhole Markup Language (KML), an
Extensible Markup Language (XML) used to describe geo-referenced
maps, images, and models, and utilizes HyperText Markup Language
(HTML), JavaScript, Cascading Style Sheets (CSS), and Asynchronous
JavaScript and XML (AJAX) techniques to provide augmentations to a
mobile client. KHARMA was chosen because of its low-cost, ease of
implementation, and its ability to utilize an indoor localization tech-
nique called GeoSpots.

Indoor tracking technologies generally fall into the following cate-
gories: sensor-based, vision-based, or hybrid. Sensor-based systems
can rely on acoustical, optical, mechanical, inertial or magnetic sen-
sors and “are analogous to open loop systems whose output is per-
ceived to have error” [25]. Vision-based systems “calculate camera
pose relative to real-world objects and so are analogous to closed-
loop systems which correct errors dynamically” [26]. The GeoSpot
technique was ultimately chosen because it utilizes sensor-based
technology already integrated within our chosen device, but builds
upon the strengths of the close-looped methods found in vision-
based systems to overcome the limitations of the sensors.

Sensor-based systems employ methods like location fingerprint-
ing as seen in Microsoft's RADAR [27] and a study on labor tracking
on construction sites [28] , triangulation as seen in Intel's Place
Lab [29], multilateration as seen in an implementation of MIT's Crick-
et System [30], proximity as seen in LANDMARC [31], and dead-
reckoning as utilized in inertial and motion sensors [32] like gyro-
scopes. They calculate measurements like Received Signal Strength
Indicators (RSSI), Time of Arrival (TOA)/Time Difference of Arrival
(TDOA), and Angle of Arrival (AOA) or Direction of Arrival (DOA)
[33,34]. But, they are error-prone due largely to component accuracy

image of Fig.�2
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limitations. We found that solely utilizing a sensor-based system
indoors would introduce significant error variables. The following
explains the disadvantages of different types of sensor-based systems
and the reason they were not implemented in this research.

Ultrasonic sensors like Cricket [35] are sensitive to temperature,
occlusion, ambient noise, require significant infrastructure, and have
a low update rate making errors frequent indoors [36]. Relying on
GPS (Global Positioning System) without the ability to give a baseline
measurement would cause significant errors indoors as GPS requires
direct lines of sight from a user's receiver to at least 3 orbital satellites
[36,37]. Infrared systems like Active Badge [38] suffer from short-
range, signals only accurate in short distances, and are limited
because of line-of-sight requirements which will be significant in an
occupied indoor space that facility managers would be overseeing.
While Radio Frequency (RF) systems (IEEE 802.11 and WLAN) do
not have line-of-sight issues [37], they do require extensive infra-
structure (base stations) to provide localization as seen in RADAR
[27] and have a median accuracy of 2 to 3 meters which is not ideal
for indoor FM situations where objects/items will be within centime-
ters of each other. RF Identification systems like SpotON [39] may also
not be ideal for AECO environments as accuracy can be diminished
due to static obstructions and due to the requirement of each object
having its own RFID tag. The RFID approach also lacks in scalability.
With thousands of objects/systems (some of which are obstructed
from view) within a building, purchasing and maintaining RFID tags
would not be practical. Unlike other RF technology, Ultra-wideband
(UWB) systems overcome the multipath issues with signals being
able to pass through walls and offer centimeter level positioning
accuracy, but they still run into interference errors when metals or
liquids are present and are relatively expensive to implement due to
infrastructure costs running in the thousands of dollars [33,40].
Similarly, Indoor GPS systems provide centimeter-level accuracy,
but require clear lines-of-sight and are even more expensive than
UWB systems [37].

Other indoor tracking technologies can be categorized as vision-
based (utilizing a camera/monocular vision system). In these sys-
tems, tracking of objects in the scene amounts to calculating pose,
position and orientation [25], between the camera and the objects
[41]. These systems are more reliable than sensor-based systems
and can dynamically correct errors [26]. Vision-based systems can
be classified as feature-based, or model-based [42]. Feature-based
systems can track 2D features such as geometrical primitives, object
contours, regions of interest or textures. Model-based systems track
edges or textures as they relate to models of the tracked objects
from 2D and 3D CAD/templates. Vision-based systems were not
directly utilized for this study as the GeoSpot technique provides sim-
ilar results. The following explains the disadvantages of vision-based
systems and the reason they were not implemented in this paper.

Featured-based systems originated in marker-based tracking
methods as seen in the ARToolKit library [21]. Marker-based systems
rely upon easily identified artificial features (fiducials), and are not
suitable for AECO scenarios as they are limited by line-of-sight and
would require significant maintenance over a building life cycle. In
AECO scenarios, marker-based techniques are also not scalable as
some objects may be occluded from view or located within structural
elements like walls, floors, or ceilings. Some featured-based systems
track naturally occurring features (points, lines, edges, textures) as
seen in [43,44]. These systems show a more robust method over
markers and continue to track pose even after known visual features
are established. But, accurately tracking naturally-occurring features
depends on the system recognizing distinguishable “markers”. In
indoor AECO scenarios where lighting conditions, clutter, and depths
of spaces can vary greatly from space to space, solely relying on
feature-based systems would provide inconsistent results.

Model-based systems can leverage existing natural features and
extend the range of a tracking area [26]. But, these systems as seen
in [41,42,45] can also suffer from errors due to occlusion and changes
in illumination making them unsuitable for cluttered and varying
AECO spaces.

According to Azuma [10], “one of the most basic problems cur-
rently limiting Augmented Reality applications is the registration
problem”. In AR applications for facility management, it is crucial in
a video-see-through approach (one where a user views augmenta-
tions through a live camera view) that augmentations align properly
with the real world. Misalignment of augmentations could lead to
inefficiencies in workflows and faulty asset management that made
utilizations of GeoSpots beneficial for the InfoSPOT prototype. As
stated by Bajura and Neumann [25], there are 4 causes of registration
errors in combined real and virtual images:

1. The tracking system's origin is not aligned with the world coordi-
nate system. In mobile augmented reality systems this could result
when sensor-based systems fail to provide accurate readings due
to issues like line-of-sight or calibration errors. All augmentations
would be displaced from their proper positions.

2. The virtual origin-to-object transformation is not the same as the
real origin-to-object transformation for a particular object. In the
GeoSpot approach, this error would rarely occur.

3. The virtual camera position is not the same as the real camera
position. This error might arise in some mobile augmented reality
systems that employ inertial and motion based sensors resulting in
misregistration and drift.

4. The virtual camera-to-image mapping doesn't accurately model
the real camera. In mobile augmented reality, augmentations
may misregister due to inaccurate calibrations of center of projec-
tion, field of view, or distortion.

GeoSpots create geo-reference points of latitude and longitude as-
sociated with different descriptive information. Users can tell their
device they are located at the GeoSpot and augmentations will be
delivered to their screen relative to that GeoSpot. GeoSpots were a
good solution for the InfoSPOT prototype because it made it possible
to get more accurate registration and indoor localization than native
iPad® hardware alone and eliminated the need for fiducial markers
that would not really be feasible in a true facility management situa-
tion which might require thousands of unique tags for all objects in a
managed space. Equipped with a three-axis gyroscope, accelerome-
ter, Wi-Fi, and digital compass hardware, an iPad® utilizing the
GeoSpots would reduce the problem of “when the real and virtual
do not align properly the illusion is compromised” [10]. Previous
research also validated that relying solely on the iPad® hardware
alone would cause large registration and indoor localization issues,
therefore the utilization of GeoSpots was necessary to maintain the
AR illusion for users. Some iPads® come equipped with Global Posi-
tioning Technology (GPS) but even if these models were employed
in our study, research has shown that no improvements would have
been seen in registration or localization. A study by LaMarca et al.
[29] in which users would carry GPS devices during different portions
of their typical day demonstrated this point. The results showed that
GPS devices showed low user coverage (4.5%). LaMarca et al. [29] sur-
mised that this was likely due to users typically spending most of
their time indoors where GPS technology suffers from multi-path
effects, interference, and noise. Instead of GPS, the iPad® uses Wi-Fi
for localization. As the same study by LaMarca et al. [29] indicates
Wi-Fi had higher user coverage than GPS (94.5%) with an accuracy
of 15–20 m. But, FMs often need to query and organize objects that
are within centimeters of each other making standaloneWi-Fi unsuit-
able for this application. Although not employed in our prototype,
other research indicates new techniques or implementation of other
common built-in hardware found in today's mobile devices could
become better sources for localization indoors in the future. A study
by Bargh and Groote [46] implements a system that utilizes merely
Bluetooth technology to locate someone indoors with 98% accuracy.



Fig. 3. Research methodology.
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The downfall of the prototype is the requirement of full Bluetooth
sensor coverage in a room and target devices needing to be stationary
for long periods at a time (longer than a few seconds) that is unsuit-
able for facility management practices.

While developing InfoSPOT, it was realized that while GeoSpots
allowed users to accurately position themselves initially, drift and
lag caused by commodity grade sensors in the iPad® created registra-
tion errors after initialization which could only be avoided if the
iPad® location was manually recalibrated every few seconds. One
study in particular by Wither et al. [47] was used in this research to
circumvent these tracking inaccuracies inherent in using only the
iPad® hardware. Wither employs a “magic lens” approach to AR uti-
lizing pre-prepared panoramas of specific locales and placing aug-
mentations over them. Pre-prepared panoramas allow for consistent
alignment of augmentations and removed registration errors found
in the live video feeds used by typical mobile AR applications. Build-
ing upon Wither's research, the following three approaches were
devised to mobile AR for facility management: (1) Augmented Reality
I: Geo-referenced augmentation markers (InfoSPOTs) placed above a
live video feed, (2) Augmented Reality II: InfoSPOTs placed above a
360 degree panorama of outlines of 3D object models above a live
video feed, and (3) Virtual Model: Geo-referenced augmentation
markers placed above a 360 degree panorama of a 3D model of object
models and room architecture. The virtual model contains no video
feed.

In addition to understanding AR, the InfoSPOT prototype also
required a context for testing. Advances in AECO point to Building
Information Modeling (BIM) as the new standard for CAD drafting
in the AECO industry. BIM solutions are used mostly because of
their three useful characteristics [20]; (1) they utilize digital data-
bases, (2) they manage the interrelated databases so updates in one
part result in the update of other parts, and (3) they store information
that can be used later by other industry specific applications. These
characteristics show that BIM is not only capable enough to be used
in the design and construction phases but also can be applied in
the latter stages of the life cycle. The disassociation between design/
construction phase and facility management phase also can be im-
proved using BIM solutions. BIM's Extension of Industry Foundation
Classes (IFCs) can increase efficiencies and communication between
stakeholders and managers throughout the lifecycle of a building,
from design to management [21]. IFCs are an ISO (International Orga-
nization for Standardization) norm that describe object specifications
and are interoperable between CAD software packages making them
a good format for sharing data among various types of building stake-
holders. This led us to using a real-world BIM example in our study in
order to be able to determine the feasibility of implementing the
InfoSPOT prototype in a real project. A BIMmodel had been generated
and utilized for the design development and construction phases of
the Hinman Research Building at Georgia Tech. For the sake of run-
ning an experiment in a controlled environment, from the entire
35,000 square foot of the Hinman building, the user participation
test was run in a single modeled room (CONECTech Lab).

4. Overview of the project

As illustrated in Fig. 3, the first step in this research was develop-
ing an InfoSPOT system that is considered as a prototype of a fully
functioning facility management data-accessing tool. Then a within-
subjects experiment was designed to test the InfoSPOT with real
subjects while performing a facility-manager-related-task under dif-
ferent conditions. In this experiment, the subjects would locate differ-
ent objects in a room and then would answer one question about
each object under three different conditions; (1) Augmented Reality
I, (2) Augmented Reality II, and (3) Virtual Model. The time taken
by experiment participants to perform the tasks as well as their
responses to some qualitative questions was used as dependent
variables for comparing these three conditions. After performing the
experiment, a repeated measures analysis of variance (ANOVA) was
used to test whether there are statistically significant differences
between these three conditions. After reporting the results of the
statistical analysis, they are discussed and conclusions are made.

5. InfoSPOT development

Themethods and procedures used to generate the InfoSPOT proto-
type have been illustrated in Fig. 4.

First, a BIM Model of the determined test area was acquired and
checked for accuracy to built environment conditions. A few inconsis-
tencies were present that the researcher resolved through surveying
the test area and making adjustments to the BIM Model. Although a
BIM Model of the entire 35,000 square foot building was obtained,
the prototype required only a small portion of this model for experi-
mentation. Therefore, the relevant geometry was isolated to increase
graphics efficiency and reduce errors that could occur with a large
model (Fig. 5).

Second, the BIM Geometry and Data was separated into two differ-
ent files. The BIM Geometry was exported to the .fbx file format to use
in a visualization-based 3D modeling software. BIM Geometry can be
converted into many data formats including, but not limited to .fbx,
.dxf, .dwg, etc. Testing was done on each of the geometry export
options available through Autodesk® REVIT®. Each file format was
measured against several variables that typically indicated errors
in the format conversion process. The errors were stated by McHenry
and Bajcsy [48] in a technical report and were likely due to software/
hardware incompatibility and product data quality. After testing dif-
ferent file format conversions of the BIM Geometry, .fbx was found
to be the most suitable for the InfoSPOT application. While some
geometry did not translate over when converting to the .fbx format,
the unique identifiers related to the objects remained which were
useful when accessing the database for information. The BIM Data
was exported to Open Database Connectivity. Each instance of geom-
etry in the BIM model is associated with a unique identifier and cor-
responding data. Despite the lack of information relevant to FMs in
the model acquired, it was decided that the BIM Data would still be
stored for future research.

Third, the exported BIM Geometry was then optimized using
several manual modeling techniques to reduce complexity. These
techniques included welding overlapping vertices, eliminating un-
necessary geometry, and mesh simplification.

Next, panoramas were generated with the purpose of replacing 3D
models in the InfoSPOT prototype. The camera in the tablet device has
a field of view of approximately 45 mm. As illustrated in Fig. 6, a
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Fig. 4. InfoSPOT development diagram.
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camera was placed in the 3D scene containing the optimized model
and 360-degree panoramas were taken for use in the Augmented
Reality II and Virtual Model conditions of the project.

Optimized geometry was then imported into Google Sketchup™
powered by Google Maps™ and Google Earth™ software to establish
geo-referenced locations for augmentation markers (InfoSPOTs).
Prior to import into the software, several InfoSPOTs were identified by
the researcher. These InfoSPOTs were to represent graphic markers of
several objects in the test area that users of the prototype could select
to view more facility management related information about that
object. The centroids of each InfoSPOT were observed and latitude,
longitude, and altitude were recorded in a database. Additional data
was also created and entered in the database that related to each
InfoSPOT for use in the experiment. As mentioned above, the creation
of new data was necessary due to lack of data in the original BIM
model acquired for the experiment.
Fig. 5. BIM mode
Last, the KHARMA architecture was utilized to create the InfoSPOT
prototype. A mixture of KML, XML, HTML, JavaScript, and AJAX was
utilized to generate augmentations for users to view inside the aug-
mented reality browser, Argon. Fig. 7 illustrates the sample code for
InfoSPOT prototype development. The InfoSPOT prototype can be
viewed through the Argon Browser for mobile devices. The Argon
Browser utilizes the KHARMA Architecture. Fig. 8 illustrates the sys-
tems architecture of the InfoSPOT.

6. Challenges in InfoSPOT development

Working with a real world example of a BIM model, several unex-
pected issues changed the approach to creating the augmentations
and visualizations for the InfoSPOT prototype. Early in the study, the
contractor/architect BIM model was obtained and checked for incon-
sistencies or errors. This process exposed the lack of pertinent
l of test area.

image of Fig.�4
image of Fig.�5


Fig. 6. Panoramic camera in 3D scene of optimized BIM geometry.
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database information embedded in the model. While architectural
features, structural features, and furniture were all present in the
BIM model, any useful information for facility managers was lacking.
To try and ascertain if the models received were the final as-builts,
several meetings were held with the contractors and architects of
the building. Through our discussions we discovered that the BIM
model we received was only utilized through the design development
Fig. 7. Sample code for I
phase by the architect alone. During the construction phase, the
contractor and sub-contractors had generated their own working
drawings in various other file formats and CAD software. These files
were not made available to our group during the time of the study.
This discovery led us to question the accuracy of the BIM model,
and surveys of the test area were conducted. Results of the surveys in-
dicated the BIM model was inconsistent with the built environment.
nfoSPOT prototype.
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Fig. 8. The InfoSPOT system architecture.

Fig. 9. Experiment setup.
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Architectural elements and furniture were off by several meters. Due
to the amount of information in the BIM model and minimal control
of how geometry topology is created in BIM modeling software, it
was determined that the entire BIM model of our building was too
complex to display in a mobile device without geometry optimiza-
tion. As a result of these issues, the 3D geometry was separated
from the database information and optimized in modeling software,
Autodesk® 3Ds max®, where the researcher was able to better con-
trol the complex geometry . To further increase the efficiency and
reduce errors in the prototype, the optimized 3D geometry was
used to generate 3D panorama images that would load faster than
3D models in a mobile device with limited processing power.

7. Evaluation through user participation

The experiment consisted of using a tablet computer device
(an Apple® iPad® was used in the experiment) as a mobile AR tool
to access some inventory information about different objects in a
test area (CONECTech lab at Georgia Tech). The lab was used as a
test location for the experiment. The user's task was to locate some
objects in the room and then answer a question about each of them.
Simultaneously the experimenter was measuring the time taken by
the participants to perform each task. Note that having access to an
inventory of different objects in a facility is one of the basic informa-
tion needs of FMs. Before starting the experiment each subject was
presented with an Informed Consent Form for him or her to read
and sign in agreement to participate in the experiment. Georgia
Tech's Institutional Review Board (IRB) evaluated and approved the
study protocol. The subjects were also required to fill out a demo-
graphic information form before starting the experiment.

7.1. Study design and methods

A within-subjects experimental design was employed, in which
each subject participated in three “location finding+data extraction”
conditions. The subject would sit on a chair over the InfoSPOT mat
and was provided with a tablet device as an interaction tool to go
through different scenarios and perform the required tasks (Fig. 9).
There were three different scenarios (conditions) for performing
the tasks. The conditions were different based on the models provid-
ed in the tablet device; Augmented Reality I (ARI), Augmented Reality
II (ARII), and Virtual Model (VM). In the ARI condition, the participant
had a real life view of the room while an augmented icon was tagged
to each object in the room (Fig. 10a). In the ARII condition, the
participant not only had the augmented icon used in the real life
view of the room (ARI) but also the outline of each object was
highlighted using augmented lines (Fig. 10b). It was assumed that
having augmented outlines of each object could help the subjects to
perform their locating-the-right-object task easier when they were
faced with drift problem or information overloads/overlays in the
object-congested-areas of the room. In the VM condition, the partici-
pant had a virtual model view of the room while an augmented icon
was tagged to each object in the model (Fig. 10c). It was assumed that
having the VM could be used as a non-location-based alternative pro-
viding the users with natural interactive experience of accessing the
inventory data wherever they are.
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Table 1
An example of one of the five tasks in each scenario.

Question Answer Time

Locate the printer with the following support
person in charge: Reza Chen

B –:–.–

What is the last Inspection date for Printer B? 10/08/10 –:–.–
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Each scenario included five different tasks. Each task considered
one object in the lab and had two parts; (1) locating the correct object
and (2) answering one question about the located object. Table 1
shows an example of one of the five tasks in each scenario. The exper-
imenter asked the questions orally and also measured and wrote
down the time taken on each task. Subjects were not required to
write down any answer but they had to state them aloud so the
experimenter could verify it. As soon as the experimenter said the
word “START” at the end of each question, it meant the timemeasure-
ment had started. Afterwards, if the subject stated aloud the right
answer, the experimenter would say “STOP” as well as stopping the
stopwatch. If the participant did not provide the right answer, the
experimenter would say “NOT CORRECT” and the subject had to
keep looking until finding the right answer. At the end of each condi-
tion, the experimenter would add up all the times for the five tasks to
get the total time required for performing each scenario. This total
time was used for the purpose of statistical analysis.

By touching the augmented red icon tagged to each object, a table
of information about that object would pop up (Fig. 11). This table
was the source from which the subjects could get the information
to answer experimenter's questions. The list developed using the
Gheisari and Irizarry [7] research on SA-based data requirements for
FMs and consisted of information such as product manufacturer, sup-
port person in charge, installation date, anticipated life of the product,
warranty expiration date, average replacement cost, and last inspec-
tion date. This information had been provided almost for all the
objects in the lab but the questions in the scenarios were only about
the ones that were illustrated in the schematic plan of CONECTech
Lab (Fig. 12): (1) two TVs, (2) four desktop Apple® iMacs®, (3) two
PCs (Case+Monitor), (4) two wardrobes, and (5) two printers.

Before starting the experiment, the tablet had to be calibrated for
the test location. To indicate that the tablet device was at a GeoSpot
location, the researcher first placed the tablet device on a calibration
marker (Fig. 13). After placement, the researcher was prompted to
enter several parameters to override sensor localization and select
one of the three conditions of the experiment.

The experiment lasted approximately thirty minutes per partici-
pant. After performing the tasks under any specific condition, partic-
ipants were asked to fill out a usability questionnaire to get their
feedback and comments on each condition. A statistical analysis was
performed on the outcome of the experiment as well as the question-
naires. The purpose of this experiment was to see whether there are
a) Augmented Reality I b) Augment

Fig. 10. Experimen
statistically significant differences between these three conditions
considering time and qualitative dependent variables.
7.2. Participants

Thirty participants (21 male and 9 female) took part in the exper-
iment. All participants reported normal or corrected to normal vision.
The majority of subjects (20) had heard about AR and only 9 had pre-
viously used any AR-based tool, device, or application. Argon, Yelp,
Layar, and Junaio were the AR-based systems previously used by
those subjects. Table 2 provides an overview of the collected demo-
graphic information.
7.3. Statistical analysis results

Analysis of the data collected includes reporting descriptive statis-
tics as well as performing a one-way repeated measure ANOVA. Some
parts of the IBM Post-Study System Usability Questionnaire (PSSUQ)
[49] were combined with other qualitative variables to develop a
new After-Scenario Questionnaire (ASQ) for this experiment. The
new questionnaire consisted of 18 questions while questions 1 to
12 were extracted from PSSUQ and questions 13 to 18 were based
on some qualitative issues that were of interest to the research
group. As same as the PSSUQ methodology [49], the new ASQ
requires combining different items in it to make three new overall
items; Overall Usability (average of questions 1 to 12), System
Usability (average of questions 1 to 8), and Interface Quality (average
of questions 9 and 10). The items requested participants to express
their level of agreement with the statements presented using the
7-point Likert Scale provided. Table 3 demonstrates the Means, Stan-
dard Deviations (SD), and different Likert scales of all the ASQ items
based on the subjects' experiment conditions.
ed Reality II c) Virtual Model

t conditions.

image of Fig.�10


Fig. 11. An example of augmented table of information tagged to one object (Mac A).

Fig. 13. Calibration process.
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Table 4 also demonstrates the means, standard deviations (SD),
minimums, and maximums for the dependent variable of time
based on subjects' experiment conditions.

Time and all different variables in the ASQ were analyzed using a
one-way repeated measures ANOVA with Greenhouse–Geisser cor-
rection when necessary, and alpha level of p=.05. Planned compari-
sons were used to compare condition means. Table 5 displays the
results of the one-way repeated measures ANOVA. INTERQUAL and
Question 14 were statistically significant between different condi-
tions of InfoSPOT experiment.
Fig. 12. Schematic plan
8. Discussion

The results show that the general pattern is similar which means
items were scored almost identically low or high in each of the three
conditions. On average the subjects indicated a positive response to all
the questions under three conditions of the InfoSPOT system. Individ-
uals' comments in the ASQ also supported the findings.

In the case of Interface Quality (average of questions 9 and 10 in
ASQ), the users liked the interface of InfoSPOT system under all
three conditions while comparing those conditions they scaled the
interface of ARI (2.07) and ARII (2.30) statistically better than VM
(2.81). Having VM as least preferred interface comparing to AR ones
was supported by comments such as “not pleasant User Interface
[UI]”, “not realistic interface”, and “dark black and red [UI] is not
very appealing.” Also considering the question 14, the users agreed
that using the InfoSPOT under any condition was not physically
demanding and comparing those three conditions they statistically
scaled VM (6.13) more physically demanding than ARI (5.80) and
ARII (5.77). There were some negative comments on physical prob-
lems that were identical for some subjects. For example one user
noted his physical problem that “my arms got a little tired by the
of CONECTech lab.
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Table 2
Demographics of participants.

Variables Frequency (percentage)

Total # of subjects=30

Age 19–25 11 (37%)
26–30 11 (37%)
31–40 8 (26%)

Gender Male 21 (70%)
Female 9 (30%)

Occupation Student 27 (90%)
Other 3 (10%)

Field of study for highest degree Civil Eng. 8 (27%)
Architecture 19 (63%)
Other 3 (10%)

Academic Rank Undergraduates 5 (17%)
Master 6 (20%)
PhD/Faculty 19 (63%)

Previous experience in the AEC+FM
Industry?

Yes 18 (60%)
No 12 (40%)

Previously heard about AR? Yes 20 (67%)
No 10 (33%)

Previously used any AR-based tool,
device, or application?

Yes 6 (20%)
No 24 (80%)

Play videogame? Yes 13 (43%)
No 17 (57%)
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end“. Some other subjects indicated the same problems in other
words by saying “the tablet” was “heavy,” and “too wide” to be able
to “hold [it] with one hand and manipulate the screen with the
other [one] (safe clicking)” in an “awkward angle.”

Considering the total time for performing each scenario, on aver-
age it took more than a minute in all three conditions. Participants
on average achieved the fastest time in ARI (01:15.51), followed by
ARII (01:19.53) and VM (01:22.85) respectively. Participants indicat-
ed they somewhat agreed or liked the Overall Usability (average of
questions 1 to 12 in ASQ) of InfoSPOT's three scenarios. In this exper-
iment, participants slightly liked the ARI (mean response out of 7,
M=3.03), more than ARII (3.10) and VM (3.14). In the case of
System Usability (average of questions 1 to 8 in ASQ), participants
were satisfied with easiness, simplicity, affectivity, efficiency, and
comfortability of InfoSPOT under the three conditions. ARI and ARII
both with 1.77, as their mean response, satisfied the subjects slightly
more than VM (1.82). The users indicated their general positive inter-
est on the InfoSPOT system using comments such as “I had a short,
very short learning curve” or “very intuitive, everything was well
labeled.” But comparing the three conditions, they had very different
perspectives. For example, one individual noted, “I preferred the ARI
setting” while on the other hand, one commented, “ARI is a little bit
harder than the ARII.” Some users preferred AR systems to VM;
“[VM] was easy, but AR was making it easier,” “[VM was] not as
Table 3
Descriptive statistics for the after-scenario questionnaire.

Question # Variables

1 to 12 Overall (overall usability)
1 to 8 SYSUSE (system usability)
9 and 10a INTERQUAL (interface quality)
13 How mentally demanding was the task?
14b How physically demanding was the task?
15 How hurried or rushed was the pace of the task?
16 How successful were you in accomplishing what you were asked to do?
17 How hard did you have to work to accomplish your level of performance?
18 I was insecure, discourage, irritated, stressed and annoyed with the task.

a Indicates marginally significant differences.
b Indicates statistically significant differences.
quick as the ones with the AR,” or “[VM was] slightly more difficult
than the [AR] in my opinion”. Some others preferred the VM and
supported their scaling by stating, “[VM] was simple and clear enough
to perform well,” or “[VM] is easier to locate objects.” Interestingly
one subject mentioned the intended purpose of having the augment-
ed outline of each object in the ARII as a facilitator by stating, “[I] liked
ARII the best! The outline for each product highlighted what exactly I
was looking at.” Also another user touched on the intended purpose
of having VM as a non-location-based alternative by stating, “[In
VM], it seems like you wouldn't have to be in the space and still
accomplish the tasks.”

Considering the questions 13, the scores indicated that the sub-
jects did not believe that using InfoSPOT was mentally demanding
under the three scenarios. In the case of question 15, although some
subjects indicated that they “felt rushed because [they] were being
timed” or “the START and GO [words for timing] put a bit of pressure
[on them]” but the scores shows that participants believed that the
pace of the task almost was not rushed while using InfoSPOT under
three conditions. In the case of being successful in performing the
required tasks (question 16) subjects on average believed that they
were successful in accomplishing what they were asked to do and
comparing the three conditions, they scaled augmented reality
models (ARI (1.93), and ARII (1.90)) somewhat better than VM
(1.77). Also they indicated that they didn't need to work hard to
accomplish their level of performance (question 17). Moreover they
were not insecure, discouraged, irritated, stressed, or annoyed with
the tasks while using InfoSPOT (question 18). Interestingly under all
these three qualitative statements, ARII was scaled somewhat better
than ARI and VM.

Although the InfoSPOT system was scaled almost well under all
three conditions it seems that “these three scenarios all [had] the
drift problem”. One subject stated, “[user interface] would be off its
coordinates if I move too fast” and another one noted, “it seems that
[all conditions] are susceptible to drift [problem]”. Also another user
declared that there is “less drift problem in VM”. The subjects
also provided different recommendations such as embedding “voice
function” in the system, “having search feature to filter out unneces-
sary objects”, “having an arrow that shows the amount of rotation we
need to reach the object”, and testing the InfoSPOT under “different
light conditions” or for “different viewing angles”.

9. Conclusion

InfoSPOT as a human-computer application was developed to fa-
cilitate the decision making process of FMs. This low-cost AR-based
tool reduces data overload inefficiencies in facilities by adding inter-
active data to their real-world view. Using the KHARMA architecture,
the InfoSPOT prototype was developed. The augmentations were
Experiment conditions

Likert scale Augmented
reality I

Augmented
reality II

Virtual
model

Mean (SD) Mean (SD) Mean (SD)

1=Strongly Agree to 7=Strongly Disagree 3.03 (.68) 3.10 (.78) 3.14 (.55)
1=Strongly Agree to 7=Strongly Disagree 1.77 (1.04) 1.77 (1.22) 1.82 (.86)
1=Strongly Agree to 7=Strongly Disagree 2.07 (1.27) 2.30 (1.55) 2.81 (1.58)
1=Very Demanding to 7=Not Demanding 6.10 (1.18) 6.07 (1.38) 5.97 (1.40)
1=Very Demanding to 7=Not Demanding 5.80 (1.73) 5.77 (1.70) 6.13 (1.48)
1=Very Rushed to 7=Not Rushed 5.53 (1.70) 5.67 (1.60) 5.50 (1.70)
1=Very Successful to 7=Very Unsuccessful 1.93 (1.28) 1.90 (1.63) 1.77 (1.01)
1=Very Hard to 7=Not Hard 6.17 (1.34) 6.33 (.84) 6.17 (1.05)
1=Strongly Agree to 7=Strongly Disagree 6.40 (1.22) 6.60 (.77) 6.40 (.93)



Table 5
One-way repeated measures ANOVA results.

Variables Mauchly's
test

F Sig. Variables Mauchly's
test

F Sig.

Sig. Sig.

Time .42 1.50 .23 Question#14 .15 3.13 .05
OVERALL pb .01⁎ .33 .64 Question#15 .02⁎ .36 .65
SYSUSE pb .01⁎ .04 .89 Question#16 .05⁎ .18 .84
INTERQUAL .03⁎ 2.78 .08 Question#17 .03⁎ .41 .62
Question#13 .03⁎ 4.25 .66 Question#18 pb .01⁎ .65 .47

⁎ Mauchly's test statistic is significant (pb .05) so the condition of Sphericity has
been violated. In this case, degrees of freedom for the reported F values have been
corrected using Greenhouse-Geisser method.

Table 4
Descriptive statistics for the dependent variable of time.

Quantitative variable Experiment conditions

Augmented
reality I

Augmented
reality II

Virtual
model

Time (mm:ss.ss) Mean 01:15.51 01:19.53 01:22.85
Standard deviation 00:19.88 00:27.66 00:20.39
Minimum 00:33.90 00:39.30 00:44.80
Maximum 01:53.10 02:36.60 02:08.00
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developed in the InfoSPOT application through KML, XML, HTML,
JavaScript, and AJAX codes. Also Argon browser was utilized for view-
ing inside the augmented reality space. One of the main development
challenges was related to the accuracy and relevant data in the BIM
model. Without an accurate BIM model, augmentations like those
found in ARI and ARII that are dependent on surveyed locations are
difficult to align to their real world counterparts. After the develop-
ment process, InfoSPOT was tested by real subjects through a totally
within-subject experiment under three different conditions; (1) Aug-
mented Reality I, (2) Augmented Reality II, and (3) Virtual Model. The
outcome of the statistical analysis revealed that on average the sub-
jects indicated a positive response to all the questions under the
three said conditions. On average the results for overall usability, sys-
tem usability and interface quality were positive. Furthermore,
InfoSPOT almost was not physically or mentally demanding but
there were some comments on facing physical problems while
using the iPad® tablet as an interaction tool. Also the subjects indicat-
ed that they were not supposed to really work hard to successfully
accomplish the required level of performance, and they didn't feel
rushed, hurried, irritated, stressed and annoyed while using the
InfoSPOT. Performing this experiment did provide us with valuable
feedback and revealed real problems that should be considered in
future stages of this research. The drift problem, choosing an appro-
priate interaction tool, and developing a user-friendly interface
should be considered as major issues of developing a sophisticated
AR-based facility management assistant tool. InfoSPOT serves as the
first mobile AR solution for facility managers. It also helps support
that a “magic” lens approach to AR could be suitable for FMs needs
and database querying tasks.

The InfoSPOT prototype, as a low-cost solution that leverage cur-
rent AR technology, would show that it is possible to take an idealized
BIM model and integrate its data and 3D information in an MAR envi-
ronment. This inexpensive solution will help facility managers with
their routine tasks because their live view of a space could now be
supplemented by needed information, all in one interface while
there will be no need for distracting domain switching. The integrated
solution in the testing bed of Facility Management would be consid-
ered as the adoption of BIM together with MAR in the Facility Man-
agement domain. Moreover, the user participation experiment using
the InfoSPOT system helped to quantify the effect of natural user
interfaces on information access in an AR environment through
usability evaluation; and identify barriers to information access in
such an environment. The overall methodology of this research is an
innovative and Human-Computer-Interaction-based approach in the
Facility Management domain. This will be a paradigm shift for
researchers and practitioners in the Facility Management domain
from a technology-centered approach to a user-centered one that
considers user requirements when adopting new technologies in
this domain. This research is extremely helpful for the AECO industry
that thrives on efficiency and efficacy to provide quality services at a
low cost because it shows that AR solutions can be easy to calibrate/
setup and costly/timely hardware installations are not necessary for
a successful AR application.
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