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There are ~ e g : N  ms:poets of aser~emt,xu{er 
~rforma~ce tha~ sys*em designers s h ~ d  
sys~emarka{~ ~ e r. This arlic|e prop~yses a ~im~}e 
m ~ e L  the Neys{T{.>ke-Levd Medea, for predkd~g o,~e 
aspe~'t M w2rferma:mee: the t ime  i:t takes ,a~ e x p e l  u~wr 
~;:o perform a givers *az~ m~ a give= eom,p~:{er sys{~a. 
The model is b.ae~ e~ counting keystrokes :a~d @~er 
|owdevel operatkms., i:~c{udir~g the user's ~me=taI 
~re~aratioas arid the* system's re Pe e 
is coded fa ~¢~ge~ of ~e~e {~*rati~as an.d epe~a~r 
Nm¢~ s ~ : ~  Ce Nve Ne~c~i~s,~ HeurNfic n~}es are 
:gh'ef~ Nr  p'redicti~g ~here men~al prelaara~ie~s ¢~ce~r. 
When tested against{ data ¢m 1|) diffe:re~ systems,  
~N~I ' s  pee~ic~ifye e ~ f  N 2t ~ r e e m  fee tMividual 
~asks.. A= examNe N gia'ee m Rlus{ra{e h(~ NEe m ~ l  
.eaa ~ ~aed to pr~dece parametric predie{km.g add brow 
set~:sifivt{y aaaiysis c:a:a be ~:sexi m redeem ce~e|~.sfo~s 
in the face of ~mc,e~aia as:sumt~ti~o~:s, Finally, the model 
~s e@m~ar~ ~o ~ereral s*mp|er ver,s&ms. "INe N, ter~fiaJ 
fete ~k~r ~he Keystroke*Level Model i.n gys{em de:skgn is 
N s~c:e:~se,d.. 

Key %V¢~,rds a~d Fvarase~: ~tmJa~<~a~mer N,terfaee, 
~,:umara.e@eap~tef i~eraetkm, ~.er m¢~l ,  ~s~er 
~ :  e~/g:u~rive ~yeho~gy ,  erg s, :kmma:= 
fae'{o~rs~ ~y~ae:m,~ de~iga 
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Fhe dcsigs and  evaluation of imeracti,~e computer 
systems sho~ald ~ake imo accnun~ ~he ~o~a! per~brma~<e 
of the combit~ed ~serocompu~er system. Such an at<:ou~ 
woukJ reflcc~ the psychological charac~eristic.~ of users 
and ~heir imerac~ion wish {he ~ask and the computer. 
This rarely ncc~.:~rs in any sss~ematic and explicit way, 
The causes of this fl~ilare may lie partly in amt~de:; 
ioward doe ~ i b i ~ i ~ y  of dealing s~ccesduily with psy~. 
chok}gicM factors, such as the belief @m~ i~mmion~ s~,b~ 
]ective eaperiesce~ sad anecdote ~brm the only possible 
bases ff:,r deMing wif~ ~hem Whatever may be ~rue ot' 
~hcae more gk:>bat iss:ues~ oae major cau:se is the ab:>ence 
of g<xxJ analysis ~ools for a,::_~:ssiag combined user.,<om- 
purer performance. 

There exists quite a bit of research retevan~ to ~he 
area of user-computer performance, b ~  mo:s~ of it is 
preIiminary is m~ture. Pew et aL [14t ia a review o{ ¢3 
g<r~e~'~fiaIIy relevant haman-system pertbrmar~ce models~ 
co~achade "~ha~ is~egrative models of  huma~~ p<r%rmance 
compa~iNe with the requirements ~br representing cors- 
mand and comrol system ~rR>rmance do so~, exist a~ the 
present @he." Ramsey and A~w~.x>d {/51~ after reviewing 
the human L~c~ors literature pertb~em to computer sys- 
tem:s, conclude 1hat while ~here exists eno~gh material ~o 
develop a qualitative 'human factors design guide," 
~here is i.asufficient material ~br a "quantitative reference 
hand book2' 

This paper presents one s~scific quanti~aive analysis 
took  a simple model for the time it takes a user ~o 
perform a task wi~.h a given me~hod on an interactive 
comp~ster system This model appears to as to ~ simp}e 
enough, accurate enough, and flexible enouglh to be 

applied m practical design and evNuation situatmns~ 
The model addresses only a smgb  aspe:c~ of  pe~brm,- 

amce. To pm ~his asp~e:c~ imo pers~ctive note ~ha~ there 
are marq different dimensions ~o the performance of a 
user-computer system: 

........ Time~ How tong rices it take a user to accomplish a 
givea ~et of  tasks t~sing ~he system? 

....... Errors. How many e~ro~ts does a t~er make aad how 
~ o ~ , s  are ~hey? 

........ Learni~g. How k:mg &>es it take a novice t,tser to 
team ho:w m u ~  ~he @,stem ~o do a Nveo se~ of  
tasks? 

........... f~~,~cgionali~> What range of tasks ¢aana ~ r  do in 
pfactic:e with the system? 

........... RecML How easy g i¢ #or a ~ser m reca~t how to use 
the system o~ a task tha~ he has sot dose  fbr some 
time? 
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~,++'ee~ration, }tow many things does a user have 
t<~ keep it+ mind while using the system? 
:~?+~+g+deL +lOW tired do users get when they use the 
system ti>r exte+~ded periods? 
+<.cQ,~,ohili(v. }row do users :subjectively evaiuate 
~.he system? 

Nex< n)te that there is no s'ingle kind qf'userr Users 
vary aloag many dimensions: 

Their e:v~ee,~ qfknowh~vJNe of tt~e differer~t tasks. 
...... Their know&a~e qf  o~her sys~'ems, which may have 

positive or ,~egative eftEcts on the perfbrmar~ce in 
Ihe system of interest+ 

....... Their motor ski/# oa various input devices (e+g+~ 
typing speed}. 

.... Their get, oral eechnicaI abit.i 9, m using systems (e.g., 
programmers vs+ nonprogrammers). 

........ Their experience with the system. Le+, whether they 
are novke users, who know little about the system; 
ea.~ua] users+ who know a moderate amount about 
the system and use it at irregular intervals; or ex~er~ 
users, who know the system intimately and use: it 
frequently. 

Finatly, note :that there is no sing& kind qftask+ This 
is especially tree in interactive systems, which are ex- 
pressly built around a command language to permit a 
wide :dive,vsity of tasks ~o be accomplished The number 
of qualitatively different tasks per~brmabte by a modem 
text editor, for instance+ runs to the hundreds+ 

All aspects of  perfbrmance, alt types of users, and all 
kinds of  tasks are important+ However, no anifoml up+ 
proach to modeling the entire range of  Nctors in a simple 
way appears possible a~ this time+ Thus, of necessity, the 
model to be presented is specific to one ~pect  of  the 
total user-computer system: .How h)sg it ~akes expert 
users ~o peo~brm routine tasks. 

The model we present here is simple, yes effective. 
The cemrat idea behind the model is that the time tbr an 
expert to do a task on an interactive system is determined 
by the time it takes to do tt~e keystrokes+ Therefbre, just 
write down the method for the task, count the number 
of  keystrokes require& and multiply by the time per 
keystroke ~o gel the total time. TNs idea is a little too 
simplistic. Operations ocher than keystrokes must be 
added to the model  Si~ce these other operations are at 
about the s~m~e level (time grain) as keystrokes, we dub 
it the "Keystroke+Level ModeL" (The oaty other sim~ar 
propo~fl we know of is that of  EmNey et ak {N, wNch 
we discuss in Section & t3 

The structure of  this paper is as ~bllows: Se~4ion 2 
tbrmuNtes the time prediction woblem more precisely+ 
Section 3 lays om the Keystroke+Level Model  Sectkm 4 
provides some empirical vNidafion ~br the model  Sec* 
tion 5 iltestrateS how the m ~ e l  can ~ apptied ia prac+ 
rice+ And Section 6 aa some simpler versions of  tlhe 
model, 

3¢/ 

2+ The Time Predk~ion Problem 

The prediction problem that we wilt address is as 
fbllows: 

Given: A task {possibly involving several subtasks); 
the command language of a system; the motor skill 
parameters of the user; the respo~se time parameters of 
the system; the method used. for the task+ 

Predict: The time an e x ~ .  user will take to execute 
the task using the system, providing he uses the method 
without error. 

Several aspects of this formulation need explication, 
especially the stipulations about execution, methods, and 
the absence of error 

2+1 Unit Tasks and Execution Time 
Given a targe task, such as editing a large &>cument, 

a user will break it into a series of  small, cognitivety 
manageable, quasi-independent tasks, which we call unit 
tasks [4; 5, oh. t 1]+ The task and the interactive system 
influence the structure of  these unit tasks, but unit tasks 
appear to owe their existence primarily to the memory 
limits on human cognition. The importance of unit tasks 
for our analysis is that they permit the time to do a large 
task to be decomposed into the sum of the times to do its 
constituent unit tasks. Note that not aH tasks have a unit- 
task substructure. For example, inputting an entire man- 
uscript by" typing permits a continuous throughput o f  
ganization. 

For our purposes here, a unit task has two parts: ( t)  
acquis°#ion of the task and (2) execution of  the task 
acquired. During acquisition the user builds a mental 
representation of the task, and during execution the user 
calls on the ~¢stem {hcilifies to accomplish the task. The 
total time to do a m m  task is the sum of the time ~br 
these wvo parts: 

The acquisition ~ime for a unit task depends on the 
characteristics of the larger task situation ia which it 
occurs, tn a manuscript interpretation mtuation, m wlhich 
unit tasks are read from a marke&up page or from 
written instructions, it ~akes aN.0ut 2 to 3 seconds to 
acquire each unit task+ tn a routine demgn situation, m 
which unit tasks are generated in the user's mind. it takes 
abom 5 to 30 seconds to acquire each unit task. In a 
c~eative composition situation, i{ cart take even kruger+ 

The execuuon of a urfit ~ask invob~s calling the 
appropriate system commands. This rare!y Cakes over 20 
seconds (a.ssurning the system gas a re efftcient 
command ~mtax)+ I r a  rusk reqmres a tonger execution 
time. the user will likeIy" bredk it into smaller unit tasks. 

We have formulated the p r ~ c t i o a  probkm m pre- 
dict cmly the time of trait tasks, not the acqm+ 
sifioa time. This is t;he part o f  fi~e task uver which the 
s~ stem designer has mosi direct control (i.e., by manip~ 
ulafing the systern°s command la~nguage}, so its predic~ 
tion suffices tbr many practical purposes. Task acqmsi~ 
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non {inns are h~ghly wmable, excep~ m specm~ sa{nan<m~ 
{{~ch as {he m~uu~scnpt mterpre{a~,ion sm.~atKm }: and ~e 
can say l{~t¢ ye{ abou~ predicting them. 

Two imfx>r~an~ a.ssumptim'~s andeflie our ~r:ca~me~?~ 
of execution rune. Firs{, exe<u~]<m lime ~s die same no 
ma{~er how a ~ask is acq~aimff, Second. acquisition ~ime 
and exev:u~ion nine are indcp<tnde~{ {e.g, redacting exeo 
cution lime by making @e command lm~guage moo:' 
efficient dc~,s no{ affect aequisiI~og timeL The:se assamp- 
hens are ao doubt fhlse at a fine teve~ of de{ad, but {he 
mwor {hey produce is probably writ below the thresl~old 
of concern in prac:tic;d ~ork 

2.2 Mekh~ls 
A m~}wd is a :feqaen<:e of  sv,s{em c<,mmands fi.r 

execmmg a unH ~azsk {has R~rm:s a well-integrated ("(~>m- 
piled')  segme:a~ of  a a~:fs  behav>a~ h is c,harac~eristic 
of  an expert ~a:ser %a~ he has sine or more methods ~br 
each. ~ype of uni~ {;~sk {/ha~ he encou:a~em and that he can 
qmckly (in ab4>~n a reread) choose ~he appropriate 
me~h~aJ m any ins{ante. 7"his is wha~ makes expert m~-er 
behavior romine, as o ~ : d  ~o novice user behavior 
which i:s dGanctly aonro~ine. 

Mesh(Ms can be s ~ l i e d  at ~ve~at leveg A riser 
aclualiy knows a me-t~q a~ all its levels, {?ore a general 
sys~emdndepvmdea~ fu~clional specifk,a~ioa, a%)wn 
~ohrough the commands m the language of  {.he compumr 
system, ~o fne keystrokes a~d device maniputa~k)ns that 
aauaHy c o m m u n i s t s  ~he me~hed ~o ~he , Med~s  
can deal with m ~ d s  at any of  these leech [4 
~l] The Ke -Level M ~ e t  adopts one s~cif ic  
level--~he keystroke te'veL--~o tbrmaliz, the not.ion of" a 
m e c h . ,  leaving ali ~he other levers m ~ {re.steal inqb> 
mary.  

Many methods that ~h ieve  a ~vea  task can ex:i>{, tr~ 
gener~ such m bear no systematic reta~a~hip to 
each ocher (except ~hat o f  at'taming the same end). E, aeh 
cars ~ake a diffterem nine:am of  time to exec~a~ and ~he 
dit~enc:es can be largeo Th~a:s. in ge~eral, if fine me'shod 
is an re~asonaHe predictk>ns of  execafiem time are 
n ~  possib1:e. For fhis re.~.:~om the p r o o f  p~dict:ion pvab- 
lem is {,he one ~ d  N ~he beginning of dan ~ i o n :  
Predic', the drne given fhe retched. 

2,,..3 Error-Free Ex~'u~t ,m 
The Keys~mke-f,evet Mc~]el assame~ d:m{ the user 

fiai~h..f%].ly executes {he given meth.<w]. The user deviates 
frnm a p4am/Nted when he mWkes a.~ error. Up 
~o a f0ang of  a~ eaperfs  lime <:an ~ ~pera cnrrectmg 
enrors., m~er~ o~,ary in their ~gadeoofT ~ twoen  s p e d  
and errors We are simply ignoring the ~a.sk.s el:retaining 
e:rroes and o~Yy p~vd.ioi~g the ~ro>free  ~,a~ks. fbr we do 
not kwow h;~w m predic~ wheee a~qxi h-ow <gma errors 
re:cur. B~< if she fnr  mg ar~ e-trot ~a ~vem 
the ,x~4el car  be ~a, ved m how k;mg i~ wilI ~ak,e to 
make ~he eor ~ h~ndN mos~ error3 
in romans ways,, i.e.,~ a~cc<~'ding ~o ~ e d , ,  availabN mesh- 

3, The Neys{roke4.vel  Model 

We h y  ou{ the priminve operator,. {,,r the Keyra~ ,ks. 
t e v d  Model and give a sex of heuristic. R>f ~o<hl"~g 
meO~od:, i{~ {erms of these opera{o~>. ]he~  ~e presen{a 
R>;~ e:~ampbs o~ me{hod enc.odi~g. 

3A O ~ r ~ r s  
The Keys{rokedoevel Model aN~.e~s @a~ @e execs> 

~H>n part of a {ask c.an be described m {erm~, ,,,f f0m 
difl%re~}~ physic~dm'~o~or opera{or< H {keysuoking), p 
{pomang), H (homing} and D (d~awmg). a~:~d one memal 
operalor. M+ by @e wser, plus a resp.m.se operator, R, hy 
@e system. These opera{ors a~e l{s~ed m Figare l. Exe- 
cu{mn lime i:s simply the stun of @e time h.:~r each ) f  @e 
opJcr a{o,Lso 

7h~.,,~< = 7% + 7b + 7% + 7b + i&~ + 7)e. (t) 

Men o}~:ra~ors are assamed to ~ake a cons{m{ lime for 
each occurrences,, eg., 7k = n#x. where ,~g is lhe re<amber 
of  keystrokes and o: is @e time per keystroke. {Opera{ors 
D and R are ~reated :~omewha~ dF{~eremly,) 

The moa  frequendy ~sed ovra{or  is K, which rep- 
resems a keystroke or a bu~on push {on a typewriter 
keytx)ard or ar~y other h~Hon deviceL K refers ~o keys, 
ao~ characters (e.g., hitting @e sH~:~ key c<mms as a 
s~eparate K). The average time fbr K, eg, will be taken {o 
be ~he s~andard ~yping raze, as deleHnined by ~4andard 
one-minute ~ypmg tests. This is an appro×ima{ion m two 
~ , e a s ,  Firs< keying lime is dd]krea~ R>r differem keys 
and key devices Secvmd. dhe time f;ar immediately caugh~ 
typing errors (involving ~ac~sPi~c~{ and rekeying) sho@d 
be %Med into gg. Thus, the prefierred way ~o talc@ate ea 
from a typing {es~ is to divi& ~he ~ma~ time taken in {he 
~es~ by ~he ~mat numher of  nonerror keys{tokes, which 
giv.es ~he 9q>cdve keying time. We accept b<Hh dress 
apwoximadons in {he imeres~ of  simplim~y, 

Users can differ in 0sear ~ypir G rates by a, much as 
a faclor of  15, The range of typing speeds is given in 
Fig~are i. Given a V)pula~ioa of  eaers, an a[propria~e ~A" 
can ~ :selected from this rants  If a u ~ r  popula~ior~ has 
'u~ers wi~h iarge g~: differer~oes, ~hen the population 
shouN ~ partigkm~d and analyzed separately, since ~he 
differem of  users will ~ i:ike~y m use diE]ere:n{ 

The opera,or P repre~m.s ~ i a t i ng  to a ~arge~ o~  a 
di:spiay wi~h a "rrmu~e," a wheeted device ~hal g rolled 
am~md Or~ a ~able m guide ~he disptay% cur~.~m Pom~mg 
~ime for the mou;se varies as a f~nmion of  the distance tO 
~he largeL & and the :size of  {he tar{e< a act:oral{n{ ~o 
Fins% Law {2}: 

t,,~, - .8 + ,  l k>g~ ( d h  + .5) s.ec, 

The fa:~es~ time according m ~hg equation is 8 ~.c, and 
{he ~er~ges~ likely ~i:me (d /a  - ~28) is ~5  sec A~aim ~o 
keep ~he m(Mel simpk, we wN ~me a constam time of t, 1 
~ec fbr rex Otis{s, poimmg wdh ~he ~"~se h fbt[owed hy 

ng one of ~Ne b ~ n t ~  on the mnm~e, This key pte:~s 
i~ nta pa.n of  P; i, is r-epresemed by a K f0ll<~wieg d~e E 
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Fig. ~ l h e  t)pera~ors of  the Keystroke Medal,  

O p e r a t o r  D e s c d p ~ i e n  a n d  R e m a r k s  Time  (sec) 

K 

H 

O(,~MO 

M 

R(b 

Keyst roke  or  bu t ton  pre&% 
Pressdr~g the SHff:~ Or GONfROL key CO, nUt5 as a 
~:~para~e K apefafio~B Time varies with ~he Iypw~g sMII ~f 
t ~  ~,~ser; ~he ~o~towing r~ho'~s ~he range ¢~t 1:ypica~ values: 

Best typist  (135 wpm) .08  a 

Good typist  (90 wpm) .12  a 
Average  ski~ed typist  (55 wpm) ,20  a 

Average  non.secre tary  typLst (40 wpm) . 28  b 

Typing random letters . 50  a 
Typ ing complex  codes  .75  a 
Worst typist  (unfamiliar with keyboard)  1 , 2 0  a 

Point ing to a target  on a d isplay w i th  a moues. 1.1 oe 
'r~e time ~ .~e~n~ varies with Oil,aar~c~ ar~ targ~4 Size &ccordimg 

with 11 ~e~g an svera~ time. This Ol~rator does noz 
meNu,de ~he button .c~re,.~. ~hat .o{~ten foI~ows (.25ec), 

Homing  the hand(s) on the keyboa rd  or o ther  dev ice .  . 40  d 

Drawing (manuaffy)  n#  s t ra igh id ine segments 

hav ing a tota~ Jength of/c~ cm. 
Thi,s is a very restricted or~..~ratot; R asssumc~ thaf~ draw~r~g is 
dO¢3e ~t% g'~e m,o~/.2d~ O~ a system that COr~S~ral.aS a~ t~ad:s 10 
~a~J on a square .5~ cm grid Users vary ~n t~ i f  draw'tag s~N; 
the ~rrte giver ~a an a~e~age vaJue, 

Mentat iy  prepar ing for execut ing  phys~cat act ions. 1 .~5  f 

Response of t sec by the system, t 
This ~akes different ~r'r~s for d#fere,nt commar~ds Ln the ~y,s:lea"~. 
These times must be ~npul 'to ~he model. The respo:r~se time 
counts oely ~ i[ causes the user to ~ait, 

• 9no* .  t 61c~ 

s Thk~ i~ the average typia B rate of the ~onsecre~a D' subjects in the e x ~ . m ~ t  described in 

S~Yion 4. I. 

~ See {2, 4]. 
The drawing dine ~uactm~ and the coefficiems were derived from least squares fits on the 

drawing test data ~ m  the ~bur MARKUP subjects. See Seec~ions 3A and 4A~ 
~The time %r M was estimated from the data from experimen~ described in Secfioe 4.11 See 

Section 4.2,1~ 

The mouse is an optimal pointing device as far as time 
is concerned; but the t~, is about the same for other 
analog pointing devices, such as lightpens and some 
joysticks [2]. 

When there are different physical devices for the user 
to operate, he will move his hands between them as 
neede& This hand movement, including the fine posi- 
tioning adjustment of the hand on the device, is repre- 
sented by the H ("homing") operator~ From previous 
studies [2, 4], we assume a constant tu of A see for 
movement between any two devices. 

The D operator represents manually drawing a set of 
straight-line segments using the mouse. D takes two 
parameters, the number of segments (nv) and the total 
length of all segments (lt~)~ to(nl~. ID) is a line,u; ~hnction 
of these two parameters. The coefficients of tiffs fimction 
are different for different users; Figure I gives an average 
value for them~ Note that this i s a  very specialized 
operator~ Not only is it restricted to the ;mouse, but also 
it assumes that the drawing system constra:ins the cursor 
to lie on a ~56 crn grid. This allows the user to draw 

39q 

straight lines fairly easily, but we would expect tv to be 
different for different grid sizes. We make no claim tbr 
the generality of these times or for the form of the 
drawing time function. However. inclusion of one in- 
stance of a drawing operator serves to indicate the wide 
scope of the mcKlel. 

The user spends some time mnental y preparing" to 
execute many of the physical operators just de~ribed: 
e.g. he decides which command to ca|l or whether to 
terminate an argument string~ These mental preparations 
are represented by the M operator, which we estimate to 
take t .35 sec oil the average (see Section 4.Z 1 k The use 
of a single mental operator rs. again, a deliberate simpli- 
fication. 

Finally, the Keystroke-Level Model represents the 
system response time by the R operator. This operator 
has one parameter. ~, which is just the response time in 
seconds. Response times are different R~r different sys- 
tems. for difl~rent commands within a system, and fbr 
different contexts of a given command The Keystroke- 
Level Modal does not embody a theory of  system re- 
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sponse time. The response times must be input to the 
model by giving specific values for the parameter t, 
which is a placeholder for these input times. 

The R times are counted only when they require the 
user to wait for  the system. For example, a system re- 
sponse counts as an R when it is followed by a K and the 
system does not allow type-ahead, and the user must 
wait until the response is complete. However, when an 
M operation follows a response, the response time is not 
counted unless it is over 1.35 sec, since the expert user 
can completely overlap the M operation with the re- 
sponse time. Response times can also overlap with task 
acquisition. When a response is counted as an R0 only 
the nonoverlapping portion of the response time is given 
as the parameter to R. 

3.2 Encoding Methods  
Methods are represented as sequences of  Keystroke- 

Level operations. We will introduce the notation with 
examples. Suppose that there is a command named PUT 
in some system and that the method for calling it is to 
type its name followed by the RETURN key. This method 
is coded by simply listing the operations in sequence: 
MKIP] K[u] K[T] K[RETURN], which we abbreviate as M 
4K[P u T RETURN]. In this notation we allow descriptive 
notes (such as key names) in square brackets. If, on the 
other hand, the method to call the POT command is to 
point to its name in a menu and press the RED mouse 
button, we have: H[mouse] MP[PUT] K[RED] H[keyboard]. 

As another example, consider the text editing task 
(called TI)  of replacing a 5-letter word with another 5- 
letter word, where this replacement takes place one line 
below the previous modification. The method for exe- 
cuting task T 1 in a line-oriented editor called POET (see 
Section 4) can be described as follows: 

Method for Task TI-Poet: 
Jump to next line 
Call Substitute command 
Specify new 5-digit word 
Terminate argument 
Specify old 5-digit word 
Terminate argument 
Terminate command 

MK[LINEFEED] 
MKISI 
5K[word] 
MK[RETURN] 
5K[word] 
MK[RETURN] 
K[RETURN] 

Using the operator times from Figure 1 and assuming 
the user is an average skilled typist (i.e., tK = .2 see), we 
can predict the time it will take to execute this method: 

Texee~te = 4tM + 15tg = 8.4 sec. 

This method can be compared to the method for 
executing task T1 on another editor, a display-based 
system called DISPED (see Section 4): 

Method for Task Tl-Disped: 
Reach for mouse H[mouse] 
Point to word P[word] 
Select word K[YELLOW] 
Home on keyboard H[keyboard] 
Call Replace command MK[R] 
Type new 5-digit word 5K[word] 
Terminate type-in MK[ESC] 

Te~ecute = 2tM + 8tg + 2tH + tp = 6.2 sec. 

Fig. 2, Heuristic rules for placing the M operations. 

Begin with a method encoding that includes al~ physical operations and 
response operations. Use Rule 0 to place candidate Ms, and then cycle 
through Rules 1 to 4 for each M to see whether it should be deleted. 

Rule O. Insert Ms in front of all Ks that are not part of argument 
strings proper (e,g., text strings or numbers). Place Ms in front 
of all Ps that select commands (not arguments). 

Rule 1. If an operator following an M is fully anticipated in the operator 
just previous to M, then delete the M (e.g., PMK ~ PK). 

Rule 2. If a string of MKs belong to a cognitive unit (e,g., the name of 
a command), then delete all Ms but the first. 

Rule 3. If a K is a redundant terminator (e.g., the terminator of a 
command immediately fol',gwing the terminator of its 
argument), then delete the NI in front of the K. 

Rule 4. If a K terminates a constant string (e.g., a command name), 
then delete the M in front of the K; but if the K terminates a 
variable string (e.g., an argument string), then keep the M. 

Thus, we predict that the task will take about two seconds 
longer on POET than on DISPED. The accuracy of such 
predictions is discussed in Section 4. 

The methods above are simple unconditional se- 
quences. More complex or more general tasks are likely 
to have multiple methods and/or  conditionalities within 
methods for accomplishing different versions of  the task. 
For example, in a DISPED-Iike system the user often has 
to "scroll" the text on the display before being able to 
point to the desired target. We can represent this method 
as follows: 

.4(MP[SCROLL-ICON] K[RED] R(.5)) P[word] K[YELLOW]. 

Here we assume a specific situation where the average 
number of  scroll jumps per selection is .4 and that the 
average system response time for a scroll jump is .5 sec. 
From this we can predict the average selection time: 

Te . . . .  te = .4tM + 1.4tr + 1.4tp + .4(.5) = 2.6 sec. 

For more complex contingencies, we can put the opera- 
tions on a flowchart and label the paths with their 
frequencies. 

When there are alternative methods for doing a 
specific task in a given system, we have found [4] that 
expert users will, in general, use the most efficient 
method, i.e., the method taking the least time. Thus, in 
making predictions we can use the model to compute the 
times for the alternative methods and predict that the 
fastest method will be used. (If  the alternatives take 
about the same time, it does not matter which method 
we predict.) The optimality assumption holds, of course, 
only if the users are familiar with the alternatives, which 
is usually true of  experts (excepting the more esoteric 
alternatives). This assumption is helped by the tendency 
of optimal methods to be the simplest. 

3.3 Heurist ics  for the M Operator 
M operations represent acts of  mental preparation 

for applying subsequent physical operations. Their oc- 
currence does not follow directly from the method as 
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defined by the command language of the system, bu~ 
from the specifk: knowledge and skill of the user. The 
Keystroke.4,,eve/Model provides a set of rules (Figure 2) 
~br placing M's in the method encodings. These rules 
ernN~dy psychological assumptions about the user and 
are r~ecessarily heuristic, especially given the simplicity 
of the modek They should be viewed simply as guide- 
lines. 

The rules in Figure 2 define a procedure. The pro* 
cedure begins with an encoding that contains only the 
physical operations (N, P, H, and D). First, all candidate 
M's are inserted into the encoding according m Rule 0, 
which is a hemistic tk)r ideati~}'ing all possible decision 
points in the method. Rules I to 4 are then applied to 
each candidate M to see if it should be deleted. 

There is a single psychological principle behind all 
the deletion heuristics. Methods are composed of highly 
integrated submethods ("subroutines") that show up 
over and over again in dirt?rent methods. We will call 
them method chunks or just chunks, a term common in 
cognitive psychology [17]. The user cognitivety organizes 
his methods according to chunks, which usually reflect 
syntactic constituents of  the system's command language. 
Hence, the user mentally prepares for the next chunk, 
not just the next operation. It follows that in executing 
methods the user is more likely to pause between chunks 
than within chunks. The rules attempt to identify method 
chunks. 

Rule I asserts that when an operation is Nlly antici- 
pated m another operation, they belong in a chunk. A 
common example is pointing with the mouse and then 
pressing the mouse button to indicate a selection. The 
button press is fully anticipated during the pointing 
operation, and there is rto pause between them (i.e., 
PMK becomes PK according to Rute 1). This anticipa- 
tion holds even if the selection indication is done on 
another device (e.g., the keyboard or a foot pedal). Rule 
2 asserts that an obvious syntactic uniL such as a com- 
mand name, constitutes a chunk when it must be typed 
out in fulk 

The last two heur~tics deal with syntactic termina- 
tors. Rule 3 ~ r t s  that the user will bundle up redundant 
terminators into a single chunk. For example, in the 
po~!:r example in Section 3.2, a RETURN is required to 
terminate the second argument and then another RETURN 
tO terminate the command; but any user will quickly 
learn to simply hit a double RETUaN after the second 
argument (i.e., MKMK becomes MKK according to Rule 
3). Rule 4 asserts that a temnnator of a constant~string 
chunk will be assimilated to that chunk. The most com- 
mon example of  this is in systems that require a termi- 
nator, such as REt~URN, after each command name: the 
user learns to immediately' follow the command name 
with R I~TURN. 

It is clear that these heuristics do not capture the 
notion of  method chunks precisely, but are only rough 
approximations. FurtheL their application ~s ambiguous 
m many situations, e,g, whether something is "fully 

401 

amidpated" or is a "cognitive unit." What can we do 
a~x)ut tNs ambiguity? Better general heuristics will help 
in reducing this amNguity~ However, some of the vari~ 
ability in what are chunks stems from a corresponding 
variability in expertness. Individuals differ widely m 
their behavior; their categorizaticm into novice, eas~ual, 
and expert users provides only a crude separation and 
leaves wide variation within each category. One way that 
experts differ is in what chunks they have (see [6] ~{br 
related evidence). Thus, some of the difficulties in plac~ 
ing M's is unavoidabb bmcause not enough is known (or 
can be known in practicN work) about the experts 
involved. Part of  the variability in expertness can be 
represented by the Keystroke-Level Model as encz?dings 
with difl%rent placements of M operations. 

4. Empirical Validation of the Keystrnke..Leve| Model 

To determine how well the Keystroke-Level Model 
actually predicts performance times, we ran an experi~ 
ment in which calculations from the model were corn- 
pared against measured times for a number of different 
tasks, systems, and users. 

4.1 Description of the Experiment 

A total of 1,280 user-systen~t-task interactions were 
obse~ed,  comprised of  various combinations of 28 users, 
I0 systems, and 14 tasks~ 

Systems. The systerns were all typical application 
programs available locally" (at Xerox PARC) and widely" 
used by both technical and nontechnical users. Some of" 
the systems are also widely used nationally. Three of  the 
systems were text editors, three were graphics editors, 
and five were executive subsystems. The systems are 
briefly described in Figure 3. 

Together, these system~ display a considerable diver- 
sity of  user interface techniques. For example, eoFr, one 
of  the text editors, is a typical fine-oriented system, whictl 
uses first-letter mnemonics m specify commands and 
search strings to locate lines. In contrast, ~R.AW, one of 
the graphics systems, displays a rrrenu of  graphic icons 
on the c a t  display to rep~sent the commands, which 
the user selects by pointing with the mouse. 

7~sks. The 14 tasks performed by the users (see 
Figure 4) were also diverse, but typical. Users of the 
editing systems were given tasks ranging from a simple 
word substitution m the more difficult task of  moving a 
sentence from the middle m the end of a paragrapK 
Users of  the graphics systems were given tasks such as 
adding a box m a diagram or deleting a box {but keeping 
a line which overlapped itL Users of the executive sub- 
systems were given tasks such as transferring a f i t e  
between computers or examining part of a file directoD< 

Task-,wstem methods~ I:n all there were 32 task-system 
csombinations: 4x3 = 12 for the text editors. 5×3 = 15 
for the graphics systems, and one task each for the five 
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executive subsystems. For each task-system combination, 
the most efficient "natural" method was determined (by 
consulting experts) and then coded in Keystroke-Level 
Model operations. For example, the methods for Tt -  
POET and T I-DISPED are given in Section 3.2. (A complete 
listing of all the methods can be found in [3].) 

Experimental design. The basic design of the experi- 
ment was to have ten versions of  each task on each 
system done by four different users, giving 40 observed 
instances per task-system. No user was observed on more 
than one system to avoid transfer effects. Four tasks were 
observed for each of the text-editing systems, five tasks 
for each of the graphics systems, and one task for the 
executive subsystems. 

Subjects. There were in all 28 different users (some 
technical, some secretarial): 12 for the editing systems, 
12 for the graphics systems, and 4 for the executive 
subsystems. All were experts in that they had used the 
systems for months in their regular work and had used 
them recently. 

Experimental procedure. Each user was first given 
five one-minute typing tests to determine his keystroke 
time, tg. In addition, users of  MARKUP (the only system 
requiring manual drawing) were given a series of  draw- 
ing tasks to determine the parameters of  their drawing 
rate (as discussed in Section 3.1). 

After the preliminary tests, the user was given a small 
number of practice problems of the sort to be tested and 
was told the method to use (see above). In most cases, 
the methods presented were those users claimed they 
would have used anyway; in other cases, the method was 
easily adopted. Users practiced tasks until they were 
judged to be at ease with using the correct method; this 
was usually accomplished in three or four practice trials 
on each task type. 

After practicing, the user proceeded to the main part 
of  the experiment. The user was given a notebook con- 
taining several manuscript pages with the tasks to be 
done marked in red ink. Text-editing and graphics tasks 
appeared in randomized order. Executive subsystem 
tasks were always in the order TI  1, T12, T13, T14. All 
ten instances of task TI0  were done in succession. 

Each experimental session, lasting approximately 40 
minutes, was videotaped and the user's keystrokes re- 
corded automatically. Time stamps on the videotaped 
record and on each keystroke allowed protocols to be 
constructed in which the time of  each event was known 
to within .033 sec. These protocols are the basic data 
from which the results below are derived. 

4.2 Results of the Experiment 
Each task instance in the protocols was divided into 

acquisition time and execution time (see Section 2.1) 
according to the following definitions. Acquisition time 
began when the user first looked over to the manuscript 
to get instructions for the next task and ended when the 
user started to perform the first operator of the method. 
Execution time began at that point and ended when the 
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Fig. 3. Systems measured in the experiment. 

S y s t e m  Description 

Text Editors 

POET a 

SOS b 

DISPED e 

Graphics Systems 

M A R K U P  c 

DRAW e 

SIL e 

Executive Subsystems 

LOGIN d 

FTP e 

CHAT e 

DIR d 

DELVER d 

Line-oriented with relative line numbers, 

Line-oriented with "sticky" line-numbers. 

Display-oriented; f~ull-page; uses mouse for pointing, 

Uses mouse to draw and erase lines on a bitmap 
display; commands selected from a hidden menu, 
which must be re-displayed each time. 

Lines defined by pointing with mouse to end points; 
commands selected with mouse from a menu. 

Lines defined by pointing with mouse to end points; 
boxes defined by pointing to opposite vertices; 
commands semected by combinations of mouse 
buttons. 

TENEX command for logging in. 

Program for transferring files between computers. 

Program for establishing a "teletype" connection 
between two computers. 

TENEX command for printing a file directory; has a 
subcommand mode. 

TENEX command for deleting old versions of a file. 

POET is a dialect of the QED editor [7]. 
b See [ 16]. 
~See [13, ch. 17 I. 
'~ See [121. 
e Experimental systems local to Xerox PARC, designed and implemented 

by many individuals, including: Roger Bates, Patrick Baudelaire, David Boggs, 
Butler Lampson, Charles Simonyi, Robert Sproull, Edward Taft, and Chuck 
Thacker. 

Fig. 4. Tasks for the experiment. 

Editing Tasks (used for POET, SOS, DISPED) 

T1. Replace one 5.letter word with another (one line from previous task). 

T2. Add a 5th character to a 4-letter word (one line from previous task). 

T3. Delete a line, all on one line (eight lines from previous task). 

T4; Move a 50.character sentence, spread over two lines, to the end of its 
paragraph (eight lines from previous task). 

Graphics Task8 (used for MARKUP, DRAW, SlL) 

T5. Add a box to a diagram, 

T6. Add a 5-character label to a box, 

T7. Reconnect a 2-stroke line to a different box. 

T8. Delete a box, but keep an overlapped line. 

T9. Copy a box. 

Executive Tasks 

T10. Phone computer and log in (4 char name, 6 char password), 

T l l .  Transfer a file t °  an°ther c°mputer' renaming it" 

T12, Connect to another computer. 

T1 3. Display a subset of the file directory with file lengths. 

T14. Delete old versions of a file. 
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laser looked over to the notebook {br the next task. (On 
ff~e pr<~oco~ the first measured time at the begirmmg of  
m execution is always the end of the fira N of the 
~ne~hod. Fh~s~ operatiorml/y, the beginning of execution 
~imc was estimated by subtracting from this first K time 
~he operator times fbr this first K ptus all the operators 
that preceded it,) 

Those tasks on which there were significant errors 
(i.e,~ other ~han typing errors) or in which the user did 
not use the prescribed method were excluded frrom fur- 
thor consideration. Alier this exch~sion, 855 (69 percent) 
of the task instances remained as observations to be 
matched against the predictions. No analysis was made 
of the excluded tasks. 

The resulting obse~wed times ibr task acqmsition and 
execution were stable over repetition. There was no 
statistical evidence tbr task times decreasing (learning) 
or increasing ({htigue) with repetition. 

4,2,1 Cakulation of execution time, Execution time 
was calculated using the method analysis fbr each task- 
system combination together with estimates of the times 
required lbr each operator, All times, except for the 
mental preparation time~ were taken from sources out- 
side of the experiment Pointing time, to, and homing 
time, tH, were taken from Figure t. Typing time, tK, and 
drawing time, ~ v (n ~,~, I~), were estimated from the typing 
and drawing tests by averaging the times of  the tbur 
users involved in each task-system. System response 
time, 7)~, R~r each task-system was estimated from in- 
dependent measurements of  the response times for the 
various commands required in each method. For task 
T 10, logging in to a computer, a telephone button-press 
was assumed to take time tx, Moving the telephone 
receiver to the computer terminal modem was estimated 
to take ,7 sec, using the MTM system of times lbr 
industrial operations [ 10], 

Mental preparation time, L~, was estimated from the 
experimental data itself. First, the totM mentad time for 
each method was estimated by removing the predicted 
time %r all physical operations from the obse~wed exe- 
cution time, Then tM was estimated by a least-squares fit 
of the estimated mental times as a function of the pre- 
dicted number of  M operations, The result was t~  = 1,35 
sec (R ~ = .84, standard error of estimate = , l |  sec, 
standard error about the regression line = 2,48 sec)~ A 
rough estimate of  the SD of t M iS 1, l sec, which indicates 
that the M operator has the characteristic variability of  
mental operators [4]. 

Execution times tbr each task-system combination 
were calculated by formula (1) in Section 3. The catcu~ 
tations of  the execution times are summarized in Figure 
5, which also gives the Observed execution times From 
the experiment for comparison, 

4,2,2 Execution time, The predicted execution times 
are quite accurate. This can be seen in Figure 6, which 
plots the predicted versus the observed data from Figure 

4~D 

5. The scales are logarithmic, since prediction error 
appears to be roughly proportional to duration. The 
root-mean-square (aMs) error is 21 percent of the average 
predicted execution time. This accuracy is about the best 
that can be e×pected Erom the Keystroke-Level Model, 
since the methods used by the su~ects were controlled 
by the experimental procedure, The 21 percent ~ s  error 
is comparable to the 20-.-30 percent we have obtained in 
other studies on text-editing with more elaborate models 
that also predict the method [41, 

The distribution of percemage prediction errors is 
tairly evenly spread, as an analysis of Figure 6 will show, 
No particular systems or tasks make excessively large 
contributions. Predictions are not consistently positive or 
negative for systems or tasks, except that all the executive 
subsystem tasks were overpredicte& Examination of the 
individual observations does not reveal arty small set of  
outl:iers or particular users that inflate the prediction 
error. 

Prediction accuracy is related to the duration of  the 
attempted prediction, The results aNwe are for hndivid- 
uat unit tasks~ Since unit tasks are essentially indepen- 
dent, prediction of  the time to do a sequence of tasks 
wilt tend to be more accurate. This can be seen directly 
in the present data, since each user ran alt the tasks for 
a given system. For example, consider predicting by the 
model, how long it took m do all four editing tasks. The 
average RMS error is only 5 percent. The corresponding 
RMS error for the graphics editors over the five tasks is 
only 6 percent. 

Ideally, all of the parameters of the model should be 
determined independently of  the experimental situation. 
This was achieved for all the physical operation times, 
but not for the mental operation time, tm~ We did not 
have available an appropriate independent source of 
data frmm which to determine t~. The accuracy of the 
model is somewhat inflated by the determination of one 
of  its parameters from the data itself. The substantial 
variability of tM indicates that this inflation is probably 
not too serious, which is m say that small changes in the 
value of  tM do not make much difference, For example, 
i ra  tM as small as 12 sec or as large as 2,0 see were used 
in the predictions, the RMS error for the Keystroke-Level 
Model would only increase from 21 to 23 percent. It 
should be noted that the ~:~ estimated from this experi- 
ment is now available as an inde~ndent  estimate for use 
by other .  

The variability of the observed task times is of  interest 
per s~, since user behavior is inherently variable, tn our 
data the average coefficient of  variation (CV = SD/  
Mean) of  the individual observations over each task is 
~31, which is the normal variaNlity for ~havior  of this 
duration [41~ In comparing the predictions of  the model 
against any actual behavior, the prediction error will 
Nways be cxm~bunded with some error from the prcmess 
of sampling the behavien The sampling error ~Sr each 
of  our observed task times is imitated in the SE column 
of  Figure 5, The average standard error  is 9 percent 
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Fig, 5, (:hdcula~ed and O~e~wed E.xecu~ioa Times in/}i¢ E:xperimem, 

C a ! c ~ a l l e d  ~ O b s e r v e d  
T a s k -  P~ed~ 

S y s ~ e m ~ ~ .................................................................................................................................................................. - .......................... 

T~ ' ~ 23 ~: . . . .  8,S '~' F~::'~f, 4 t .,, 7 8 i :  0 9( 27 ) ~ ~ % 

T~ ,8~xs 22 ~ 19 ,. 9 6  9 8  ± 0 8 ( 3 ! )  ~% 

T~ . 0 : ~ ©  23. 2 8 2 l - 6 4  ~' 5 7  2: (1.3{3~) 11 ~% 

Z2-P~2~ T ~8 4, 14 . . . . . . . .  9 4  8,9 ± 0 7( ~ ;') 5% 

;°2.Sos 23 4 ;8  . . . . . .  9 5  9 7 ±. 0,8(32} .... 3;% 

'Y20,S~,gO 24 2 4 2 1 .. 5.6 4 I ± 0.3{32)  ~ %  

T3.P.C~T t 9  3 t2 . . . . . . . . .  6 3  8 3 ± 0.4(24) 0% 

Ta.F~vS 2~ 2 7 . . . . . . . . .  4 3 4.,0 st: 0 .:~3; ~ ) 8% 

Ta.0"~S;:'¢.;:~ 23 11 2 1 1 3 3  3 5 ± 0.2{38)  -- 7% 

T4-~Z~£,~T A 9  13 92 . . . . . . . .  ~ 5 3  3 7 !  ± 4:3(~0) -- 6% 

T4.~3~S 2 3  t 2  47 . . . . . . . .  2'68 3:27 ± ~ B ( t 8 }  ,-~2% 

T4.0~,S£,!@ .24 2 6 1 3 . . . . .  3..8 1 } 8 14.3 .2:11 1{33)  ~ 2 3 %  

Ya¢%~s*;~,,¢> 2 5  -- 3 .2 . 2.5 4 2,$.9 -- 11.t ! 0 5  .f: 1~ {2 ;  z} 8% 

Ta-©A,~.w ~25 7.6 I2 .6  -. 5 -- ~ 8 9  1 2 5  ± 3.0(23} 34% 

Ta-S~:. .27 11 4 0,4 2 .. 4 8  5 4  ± 0.7{a2) - 12% 

">5*M~.~ta;" . 26  t 7 2 ~ .. 5 0  6 2 :± 0 4(:t~4} -23% 

T f a - ~  ~'/'~ 2"5 I ? ~ 1 . . . . . . . .  4.6 5 9  ± 0.4{34}  -29% 

T8.:S£ 2 7  - e ~ A 1 . . . . . .  3 8  3.6 ~ OZX~9) - 

T74#a~.~x~p 2 4  . 8:5 -o 4 8  6 13.6 15. I !5 .0  ± 2 1(:2@) 

T7.0'~.~,'~*¢ o19 5 13 - .8 . . . .  18.0 1 8 2  ± t .9{  9} - I %  

T ' : ' ~  . . . .  28 1 8 ~- 5 . . . .  9 1 ~ 2.3 ± 2.1 {23} - 3 6 %  

Yg4AS~LSP .26 ,8 -, .9 1 ~.0 ~23  9 3  ± 0.4(22} 24% 
TB-O@at,~ 21t i 5 .. 3 . . . .  5.7 5.3 ;± 0.3/25}  7% 

TB-S~L ..27 1 5 0.7 2 . . . . . .  5.2 4 I ± 0.2(33) 22r% 

Yg-iMa;~:g4.~ ~225 2 8 -. 8~5 3.5 15,4 I 3 0  ± 2 N 2 6  ) t 5% 

Tg-O~'.,.v~t~ 2 2  -. 5.7 -- 5.7 -- 7.5 10.5 ± t .0(25) .,--40% 

g@.s:~k 0228 .. 5 a 3  3 -. 4.8 8.0 :t:: ~ .o{2B) - 2 4 %  

Ti~O-Lo&~ _7@ 2 2"8 1 5 9  27.4 ~ 25.1 ± 0,7~29) 9% 

Tt2-C~. .~ .311 1 11 . . . . . . .  8 a  13,1 11 L 5  ± 0.6{3~6} 12% 

T t  2 ~  30  2 20  . . . . . . . .  0 5  9.2 8,6 ± 0,3(32} 28% 

g 1 4 . f ; t : 2 ~ ,  .32 2 29 . . . . . . . . .  0 4  9),4 7.5 ± 0.4(~3) 20% 

"Th.e roakulatioas are dm-~¢ a~x~:trdmg 1a ~\~rm~a { l ~atmg the opeta lor  t imes m Figure 1. except 
(0¢ g~. 

~ame ~ r~ei.gN~ed by tNe c~:~rm4 number  e f  ir~r,.¢e:s ~br ag~i ~a~ec~ on ~ given 11ask {sa~e Se~io~  
4 2 ~ ) .  

S g  ~s the :~ar~da:d error ~r e m m ~ m  o f  ~he ix~p~ a l o e  meetm ~'.:.:~r s~m~pg¢:, of  ~ r :  ?/. 

TiRe ca~cu{a~e.~d ~imes fbr ~h~.e ~sks  ~fe diflk<~m ~x)ra the c.Ncu~a~4x~ iime~ ia the exampKs m 
~ectg:m }.2. b e c a ~ e  d i f ~ e ~  ~: are ~se.do 

The ¢;.:ec~e d ine  f:o~ the5 t ~ k  aL%o incb4dcs .7 sec fo.r the og~ra~c¢~ e f  moving  tee  Ielep~ofae 
r ew¢ i '~e~  {~e.e Sc~4ion 4.2. t ). 

That the prediction error of  t.he Keystroke~Level M ~ e l  
is over t,~o dines larger than this indicates that m a t  of  
the predictio~[l error i5 due to :the inaccuracy of the model 
and not just unreliable obf, ervationa. 

42 ,3  Ae time. Turning from the execmion 
part of  the task to the a c q ~ i t i o n  part, the data shows 
~ha~ i~ took ~.sers 2 sec, on t~e average,, to a~ui~e  a task 
from the manuscriN~ This number may be refined by 
breaking the ~asks into g:h.ree types: (a) those ~ask, s that 
She ~aser Nready had m memx)ry {the enecutive sub~Tstem 
tasks that were done each time ia the same order); (b) 
th~,e tasks fi~r which the aa~r had m k×)k at the m a n >  
scri N each time (alt the g~aphics ~aaka, the m~~ artd sos 
tasks, and task TIt}; and (c) tho~  tasks ~br wNch the 

user had to look at the manuscript, then scan text on the 
(rot m |ocate the task, The times fbr these three types of  
acquisition are given in Figure 7. Unseen took only .5 sec 
when the task was in memory, t~8 sec to get the task 
from the manuscript, and &0 sec to get the task t¥om the 
marmschpt and scan the cR:r, These 6men are similar to 
results o b t a i n ~  m prevmus experiments [4]. It is rote> 
estmg m note that, although display editors are generally 
fi~ster m use, they impose a 2 sec penalty by requiring 
the user m visually scan the text oe  the display 

We can use ~he acquisition times m Figure 7, along 
with 'the Nedicted execution times ire Figure 5, to predict 
the ford task times, The aMs error of  the~  predictions is 
2~ ~rceat ,  wNch is jt~s~ as acct~rate as predicting the 
execmion times akron. 
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5. Sample Applications of the Keystroke-Level Model 

The experiment has provided evidence for the Key- 
stroke-Level Model in a wide range of  user-computer 
interactions. Given the method used. the time required 
{br experts to perform a unit task can be predicted to 
within about 20 percent by a linear function of a small 
set of operators. This result is powerful m permitting 
prediction without having to do any measurements of  
the actual situation and in expressing the prediction as 
a simple algebraic expression. Its limitation lies in re- 
quiring that the method be completely specified at the 
level o f  keystrokes and in being limited to error-free 
expert behavior. 

In this section we illustrate how the Keystroke-Level 
Model can be used, both to exploit its power and to work 
within its restrictions. The basic application--to predict 
a time for a specific situation by writing down a method 
and computing the value--has  been sufficiently illus- 
trated in the course of  the experiment, where such point 
predictions were made for 32 differem tasks involving 
10 highly diverse systems, We now show three thrther 
uses: ( t)  calculated benchmarks fbr systems: (2) para- 
metric analysis, where predictions are expressed as func- 
tions of  task variables: and (3) sensitivity analysis, where 
changes in the predictions are examined as a flanction of 
changes in task or model parameters. 

5.1 Calcnlat¢~ Benchmarks  
Given the ability to predict tasks, it is possiMe to 

calculate the equivalent of  a benchmark tbr a system ~nd 
hence to compare systems. This has obvious cost advan- 
tages over obtaining actual measurements, More impor- 
tantly, it permits benchmarking at design time. be|ore 
the system exists in a form that permits measurement, 

The analysis fi)r the experimental data lets us illustrate 
this easily~ 

Consider the three text editors, eo~3, sos, and D, SPED. 
Let the benchmark be the four tasks T! to T4. We can 
use the Keystroke-Level Model to compute the total tirne 
to do the benchmark fbr each system. The answer comes 
directly from Figure 5 by summing the calculated 7'~(.,;~ 
~br T1-T4 for each editor. This gives 59.8 sec, 50.2 sec, 
and 26.9 sec as the predicted execution times, respec- 
tively, for eo~::r, sos, and DISP~D. Taking the eoEr time 
(the slowest) as 100, we get ratios of 100:84:45. Thus, as 
we might have expected, the two line-oriented editors 
are relatively close to each other and the display editor 
is substantially faster. Since we have atso done the 
experiment, we can compare, these calculated bench- 
marks with the observed benchmarks (by summing the 
observed %x~c,t~ from Figure 5). We get 60.t sec, 56.0 
sec, and 27.6 sec, respectively. This gives experimentally 
determined ratios 100:93:46, which is essentially the same 
result. This agreement between the calculated and ob- 
served benchmark provides confidence only m using the 
calculated benchmark in place of a measured one. It 
does not provide evidence for the validity of  the partic- 
ular benchmark (tasks T1-T4) or whether benchmarks 
are generally a valid way to compare editors. 

A similar analysis can be performed for the three 
graphics systems, using tasks T5-T9 as the benchmark. 
This yields predicted ratios of 100:93:46 for MARKUP, 
DRAW. and Sn., respectively, with observed ratios of  t00: 
97:58. MARKUP and DRAW are close enough to raise the 
question of  whether the predicted difference between 
them is too small to be reliable. The calculated difference 
between MARKUP and DRAW on [he benchmark is 59.0 
-54.7 = 4.3 sec or 7 percent. The model has an R~,s 
prediction error of 2 t percent for a single unit task. Since 
this benchmark is essentially an independent sum of  five 
umt tasks, the RMS error should theoreticMly be 21 
percent/SQRT(5) = 9 percent. Thus, the predictions for 
the two systems are within the R~S error of  the model. 
and so the predicted difference between them can hardly 

Fig. 7 Observed acqmsiuon  dmees m the experiraem. 

Task Type Task n~mbets Acquisition Time 

{sea} l,~.,ec) 

AIR tasks T1-T14 2.0 ~ 2.0 (8,85) 

Reoeated #ask, reca~|ed TIO. T12. T I &  Tt4 0.5 • 0,3 {"130) 
from memory 

Task acquired by ~ooking T1-T4 {POb~L SOS}, 1.8 ± 1.9 (621| 
at manuscr~pl T~,Tg, T11 

Task acqu{red by ~ooking at T1-W~ (DKS4~'ED) 4,0 t L9 {134) 
manuscd~ the~ scanning 
fo{ task on disp|ay 

" SE ~s the statlttard error of esllma~io~ of t~te pop~1~a~lorl meant for samp|es 
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be ~eliaMe. The ~ct  that ~he model correctly predicted 
that t>aaw was sIighfly t;aaer than s{aa~t P was lucky ........... 
there is no reason ~o expect the Keystroke-Level M(~dd 
to make such close caiis~ 

5+2 Parametric Analysis 
We illustrate the notions of  parametric analys~s and 

se+~sifivi~y analysi> wffh a uew exampie. C<msider ~he 
:fbHowing task: A user is typing text into an editor and 
detects a mi.~speHed word n words back flom the word 
he is curren@ typmg+ How long wiIl it take ~o correct 
the miss~Hed word and resume typing? 

In D~SPM) there are two methods Ibr making the 
correction, which we wish to compare. Since the me~hods 
may behave quite diff:ere:miy depending on how fi.:~r hack 
the misspelled word is+ we need ~o determme how tong 
each method takes as a function of  n. The first me~hv~J 
makes u ~  of  the B~:kword command (cal.k~ by hitting 
the C'raL key and then WL which erases the hs t  t y ~ d  m 
word: 

5~e~od W (Back~a(>rd}: 
Se~ ~p Backw<:rd mmmand 
b!ne(;a~e Eackwo+d e Ii~e~ 
Type ~aew w(>rd 
Revyp~¢ de:s~royed ++ex~ 

MR{CrRL1 
,~,(( +/c ~}~N{w]) 
5 5g{wo~d} 
5.5{~+- ~}iR 

= i ,6 + 2+ t6n see+ 

The execution time is a function not only o f  n+ but 
also of  another parame~en c+ When a user has to repeat 
a single-keystroke command several times, such as the 
Backword m m m a n d  in the above method, he wilt tend 
to break the s e quen~  i n n  smali bursts or (~hunks, sepa+ 
rated by pauses, which are represented as M operations. 
according m Rule 2 in F g u r e  2+ Thus, we ~ m l a t e  a 
chunk size, c, which is the average number  of  Backword 
c~>mmands in a bur~t+ 'This is used in the second step in 
the above method, where we count  i / c  M operations for 
each calI o f  the Backword command. An exact value for 
c is unknown, bus we use a ++reasonable +' value, c = 4+ in 
our  calculations (we will r emm m this decision i~ Section 
53)~ tn the calculatmns we atso assume an average 
non.secretary typist (tic = 28 see) and an average word 
length o f  55 Chara¢~evs (inciudmg puncmatio~ and 
spaces}. 

The emc, ond method is m get om of  ty~+in  m.(xte+ use 
the Rep;~ace command ~o correct the word., and then get 
back into ty+pe+m m~de, so ~+hat mpm can ~ resumed: 

N+e~b(~d R (Rep4taee): 

Ttesfmi:ea~e Rep/.ace contused 
Po+a~ ~.<) :av+t in.pro word and ~e+.ec+~ i: 

~+Ngsct 
H{ m~::,,.~,:se} P{++o~d~ 
N{YELLOW} 
Hike)'N)ard I MN{R~ 
4+SK{+~+'ordl 

+++~+:m++ POse+dO 
ggVEt+LOW+ 
}t~keyb~m;d] MN~t} 

~++.+++ ++ 4t+~r + tO~Sg~ + 4tH + 2~ ,  

The predicted time ~br each meO~od as a hmction of  
~,+ is plotted as the solid lines ia Figure 8(a}, As lhe figure 
shows~ it is faster {o use ~he Backword method up umil 
a ce~ain crossover point, n,++v++ after which i~ ~ccomes 
tipster to use the Reptace method. Under the above 
assumptions, ~he crossove+ ~?om ~he Backword method 
~o the Replace method is %und ~o be a~ 4.9 words. 

Suppose a desigr~er wants ~o add a {%ante to ~>~se~ 
to improve per%rmance on this task. We wish to deter+ 
mine+ h @ r e  implementat ion whether the proposed fl:a+ 
lure is likely to be much of  a+t improvement. 

The designer proposes two new comma+~ds, Fhe first 
is a Backskip command ((:~"~~ s), which moves the 
insertion point back one word without erasing any text, 
The second is a Resume command ( o r a l  R)~ which 
moves the insertion point back to the end of  the current 
~ype-in (where Backskip was first called). These corn+ 
mands allow: 

Me~N.'d S (Back~kip}: 
Se~: up Backskip mmmand 
Execute Backskip ~ -- ~ ~ime~ 
Ca~} gackword ~x>mmaed 
Type ~+ew wo~l 
Ca~1 Re:~ume command 

~lKlCT~tt.1 
i n - -  I},((i/(+}MK{S]} 
MK{WI 
45K[word] 
M2K[( TRL R1 

To+++,,+++ (3 + ( .  I ' . . . .  = + )/c)~M + (n + 7.5)t~. (3) 
= 5.8 + +62n sect 

The predicted time 5or the Backskip method is plotted 
as the dashed line in Figure 8(a)+ With the addition of  
this method there are two additional eros>over poims, 
n+v+ and nRs+ between it and the other two methods+ As 
can be seen, the Backskip method is fiaster than both of  
the other methods between n u:+ and nks,  i+e+. from 2.7 to 
t0+2 words. Thus+ a brief analysis provides evidence that 
the proposed new feature probably will be useful+ in the 
sense that it wiff be the fastest method over a region of  
the task space+ 

5.3 Sensitivity Analysis 
How sensitive to variations in the parameters of the 

methods are the a fo r emen t ion~  calcmaaons~ The ques- 
tion of  interest is whether, over such variations+ there is 
still a region in the ~a.sk space in which the Backskip 
methe~d is the fastest, An important parameter is the 
ma:r's typing sp~eed, tK. How much does the crossover 
~ t w e e n  the Backword method and the- Backsk~p+' method 
change a+ a function o f  typmg speed'? Setting eq, (2) 
equal to (3) and ~ lv ing  fbr n as a function of  t~ gives n 
= {+2 + +43/ix+ The cmsz-over increa~s with faster typists 
(decreasing tx), g ~ n g  up to n = 6+6 words for the fastest 
tyNst (tg = +08 see)+ That  is to say+ faster typists should 
pref?r the old Backword method (which involves more 
typing) tbr larger n beff~re switching to the new gackskip 
meth(~  (which mvoh, es less typing, but more mentM 
overhead)° 

We can plot the crossover bourldary betweer~ the two 
m e t h ~ +  in One space o f  +.he two parameters: n (charnel 
terizi:~g dirt?rum tasks) at~d t g~ (¢haracterizmg differem 
u~r~+)+ The two boundaries of  the new Backskip method 
arc plotted in Figure Nb)+ There hout~daries define the 
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1.2 
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regions in the parameter space where each metho~t is 
~&stest. The circles mark the crossover points correspond- 
lag to the ones in Figure 8(a) (i.e, at tK  = .28 sec). This 
diagram clearly shows the shift of crossovers fbr fast 
typists. It also shows that, fbr any speed of typist, there 
are some tasks for which the Backskip method is the 
thstest. 

We are not sure of' the exact chunk size, c, and so we 
must check whether our conclusions about the useNlness 
of the Backskip method are sensitive to the choice of  a 
value for c~ To do this, we rederive the crossover between 
the Backword and Backskip methods by setting eq. (2) 
equal to (3) and solving for n as a Nnction of both c and 
tK; this gives n = 1,2 + . 49 / IK  - 2 4 / C t g .  Although we do 
not know an exact value for c,  we can be rea~.mably 
confident that it will be between 2 and 6. With ta- = .28 
sec, for example, the crossover varies between 2,.5 and 
2,8 words as c varies between 2 and 6; so the value of c 
does not seem to have a great effect at this point. 

The best way to see the overall affect of the value of  
c is to replot Figure 8(b) using the reasonable extreme 
values of  c, The two crossover boundaries for the Back- 
skip method are plotted in Figure 8(c) as "'fat" lines 
defined by setting c to 2 and 6 in the crossover equations. 
This diagram clearly shows that the value of c affects 
one boundary more than the other, The boundary be- 
tween the Backword and Backskip methods is not at ~ 
fected much by c, because the chunk size is involved in 
both methods in exactly the same way. But the boundary 
between the Backskip and Replace metho&s is greatly 
affected by the value of c,  since c is not involved in the 
Replace method at all. Small chunk sizes, especially, 
penalize the Backskip method. Overall, however, varying 
c does not squeeze out the region for the Backskip 
method; and our basic conclusion--that the new method 
is a useful addition--still holds. 

There are other aspects of the above methods for 
which we could do a sensitivity anNysis. (For example, 
if the last two M operations of the Backskip method 
were eliminated according m Rule 1, how much would 
the vMue of the Backskip method increase?) However, 
the sensitivity analyses above illustrate how the Key- 
stroke-Level Model can be used to evabaate design 
choices even when many aspects of the calculation are 
uncertain--fbr the principal conclusions are often insen- 
sitive to many of the uncertainties, 

6. Simplifications of the Keystroke-Level Model 

The quesuon naturally arises as to whether fiarther 
simplifications of the Keystroke-Level Model migh| do 
reasonably well at predicting execution time. One could 
(a) coum only khe number of keystrokes, (b) count just 
the physical operators and prorate the time tbr mental 
activity, or (c) use a single constant time for all operators. 
We show below that such simplifications substantiMly 
degrade accuracy, However, they provide usxefhl approx- 
imations where the lowered accuracy can be tolerated. 
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6,1 Keys:foRes (.;~ty 
Wish this simplification, execution ~ime is propo> 

tioaal :o :he number of keystrokes: 

We separate out the sys{em respo~se ames° lg~ so as no: 

:o cont;ound ~he comparison, The cous~am of propof  
tionali~y, ~', shotfld he distinguished from ~a, :he ~ypiag 
spee& which is de:ermined from standard ~yping ~es:so 
Estimating ~he value of ~ from a teas>Nuares fi: of ~he 
values of n :  and the observed ~:.~,,.~,,~, it: Figure 5 gives 

= 49 sec/keys:roke~ The correlation between the 6rues 
predicted by ins  model and :he observed times is ~87, 
and 4:8 a s s  :error is 49 percent. The s~adaics for com~ 
earing at| models are presemed in Figure 9. As  can be 
seen, :~smg keystrokes only is substantially less accurate 
~han :he full Keys~roke~kevel Model. This simplification 
is inappropriate for tasks t.hat are not dominated by 
keystfokiag. For example, i: only predicts about a ~hird 
of t~he observed time .for the NaaKVe tasks, which are 
dominated by pointing and drawir~g operations. 

The above estimate of ec is held down by :me oudying 
F~)in~ in the data. T d - ~ T  (n,. = 921). Ksfimatmg ,~: with 
:Ms one pore: remnved gives : = ~60 sec, a value dose m 
another esama:e obtained in an earlier benchmark study 
{1: 5, cho 3}. T4-eo:T is :he only :ask :hat r~.quires any 
repro-typing of text. One obvious refinement of the 
keystrokes-only modei w~ould be m disti:gmsh two kinds 
of  keys:tokes: masa i:p,a:~typirag {at e~: ~7'keys:roke) 
venus aommand-Nnguage keying (at ~ sec/'keys~roke}. 
For this perpos;e, a ~ of" .60 sexc is :he more reasonable 
yahoo. 

The model of Embtey et aL {9] fs fbrma{ly similar m 
can: keys:rokes~nly v~sion. However:, their mc~Jel is 
conceptually different from nuts. The Ke~:roke-Levet 
Model is based on the m~tion of  a unit task struo.ure: 
Embte2¢ et N~ ~cde commands instead. Our model is 
resmcted m skilled exper~ behavior, wheregas they a~- 
tromp: ~o mc~del a{I kinds of  users ~ssentialty, by varying 
:hei: versions of ~he pulmotors  T~,~,~ and ~)~ Unfbr-. 
mna~eiy, :hey did not ~ m p a r e  their model agadns~ amy 
=mpirical perSarmance data, so we cannot compare our 
resulU to ~eirs.. The keN:tokes-only model can~ ~rhaps~ 
be ~aken as an indicator of  ~he a~:cura W of their rr~xtel 
[br e x ~  behavior~ 

6.2 Prefa~ed M e e t s  Time 
According :n :his simp:ifica:mn, executi<m time is the 

~ime required for ~Se physical owratmns m:uhiptied by 
a factor :o ace:nan: fbr @:e memal dine: 

The idea is that :he physical ogra:io~a.s will require a 
annam over~ead of  mental activi V, Thus~ in~ 
~tead of :tying to predim exams@ how many memai 
aperatio~s there are, we can do Ni@ we:l by just asmg 

mu~tiplicative rr,~mM ~ e r h e a d  ~aan:, #, 
Using a leas~-~uares analysis ~o de.~zrmi~e # frnm 

ihe sum of  ~:he c a t c ~ i a ~  ~ierms A}r ~he physical opera~ 

Fig '> ( omp.ms~a of 4:e keya:oke me, de1 v,i*h simpler ,~a.~ia~or:a 

modei~ a~d ~he ob~<~'~ed e~4~I~o~ {~mes i rom Fag:~c 5 

" The R M S  er>4r as g~e~  as a ~'~<e~dage of  1h¢ o~>er~ed cxec~a~o~a ~m~e, 
{ : 0 ~¢v 

t, 1 am! {, 3} 

:ions and Ihe observed values of E ~.:.e~, in Figure 5 gives 
;~a = :67; i.e. :here is a 67 percent overhead fbr mental 
ac6vity. The correlation ~etween predicted and observed 
times is .8t. and :he RMS error is 45 percent. 

This simplification is also tess accurate than the 
Keystroke-Level Model, as can be seen in Figure 9, This 
suggests that the extra detail in the Keystroke-Level 
M<~Jel, involving :he placemems of the mental prepa> 
edness o~ra :or ,  M. is effective. It is 4:is operawr that 
q~:alifies the Keystroke-Level Model as a gemm:e psy- 
chological model and not simply as an analysis of  the 
physical operations. 

There is an imeresting relation between these ,wo 
simpler models and the rules for placing occurrences of 
M m the Keystroke-Level Model (Figure 2). The initial 
placement of M's, by Ruin 0, with certain K's and P's is 
essemialiy an assumption that men:at time is pwpo> 
tional to a s~bset of  the physical operators. If Rule 0 had 
s h i f t e d  alI physical opera:ors~ Rute 0 by itself would 
have been equivalent to prorating mental time. If the 
other physical operators (P, H, and D) had been ignored, 
this would have been equivalent to counting keystrokes 
onty~ Therefbre, :the deletion of  the M's according to 
Rules 1 to 4 constitutes :he ways in which the Keys~roke- 
Love1 Mcxid departs ~?om these simpler models. The 
evidence ~br the superiority of the Keystroked~eve! 
M ~ e t  p~esemed in Figure 9 is aiso evidence that Rules 
: to 4 had a sigmficam el&c: In fact, each of the rules 
individuM~y makes a significam contribmion, m the 
sons  that its removal leads to a decre~se in the accuracy 
of the Keystroke-Level Model. 

62~ Constant Ot~eralor Time 
According to this simplification, execution time is 

proporlional to the mm~ber of Keystroke-Level opera- 
tionss: 

The idea here is the statistical observation [181 that the 
a ~ r a c y  of  linear modets is no: sensitive to ~he diffi:r~ 
emiN w~igh~ing of  ~he Negor>--,,oo,equM weighting does 
nearly a:s well as a~y other weighting, Thus, we disregaN 
the differem operator times and u ~  a si~gle time~ e, fbr 
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all operators Note that the constant~oFmrator-time 
model is fbrmal/y similar to the keystrokes-only model; 
the latter can be viewed as using n~: as a crude estimate 
o{ the total nt~mber of operator*< 

Estimating r by a /east-squares {it of the data in 
Fig~are 5 gives r ~= .43 s-ec/operator. The correlation 
between predicted arid observed times is .92, and the aMS 
error is 34 pcrcem. {For the reason discussed in Section 
6.t, it is useh.d to estimate r with the T4~PoH task 
removed, getting r ..... .49 sec/operator.) 

The cons{am~time model is quite a bit more accurate 
than the keystrokes-only model, which sells ,as that taking 
ir~to account operators other than N is use~hl. In fact, 
most of the actio~ in the constan>tirne model (over the 
:yet of data m Figure 5, at least) comes t?om counting 
only the K, P, and M operators. In any particular task, 
of course, any of the operators can be dominant. On the 
other hand, the constant-time model is still tess accurate 
~han the Keystroke.-Level Model, showing that taking 
into account accurate estirnates of each operator's time 
yidds another increment of accuracy, 

In summa U, all of  the simplifications presented in 
this section are less accurate than the Keystroke-Level 
Model. However, these simplified models are probably 
good enough {"or many practical applications, especially 
for "back-of-the-envelope" calculations, where it is 
too much trouble to worry about the subtleties of count- 
ing the M's that the fult Keystroke-Level Model 
requires. 

predict errors). One of the great virtues of the Keystroke- 
Level Model, from our own perspective as scientists 
trying to understand how humans interact with computer 
systems~ is that it puts a lower bound on the effectiveness 
of new proposals. Any new proposal must do better than 
the Keystroked~evel Model (improve on its accuracy or 
lessen its restrictions) to merit serious consideration. 

The Keystroke-Level Model has several restrictions: 
The user must be an expert; the task must be a rottdne 
unit task; the method must be specified in detail; and the 
performance must be error-free. These restrictions are 
important and must be careNIty considered when using 
the model. Yet, we believe that the Keystroked.evel 
Model model represents an appropriate idealization of  
this aspect of performance and that it is a flexible tool 
allowing the system designer to deal systernaticaIly with 
this aspect of behavior. 

The Keystroke-Level Model predicts only one aspect 
of  the total user-computer interaction, nameIy, the time 
to pert~rm a task. As we discussed at the beginning of 
this paper, there are many other important aspects of  
perfbrmance, there are nonexpert users, and there are 
non:routine tasks. All of  these must be considered by the 
system designer. Designing for expert, error-flee per- 
formance time on routine tasks will not satisfy these 
other aspects. We would tike to see appropriate modeN 
developed for these other aspects. However, even with a 
collection of such models, the designer still must make 
the inevitable trade-offs. Scientific models do not elimi- 
nate the design proNem, but only help the designer 
control the different aspects. 

7. Conclusion 

We have presented the Keystroke-Level Model for 
predicting the time it will take a user to perform a rusk 
using a system. We view this model as a .%stem design 
woL We have shaped it with two main concerns in mind. 
First, the tool must be quick and easy to use, if it is to be 
useful during the design of interactive systems. The exist- 
ing strengths of psychology and human factors methods 
are primarily in the design and analysis of experiments; 
but experiments are too slow and cumbersome to be 
incorporated into practice. Ease of use implies that the 
tool be analytical..-*-that it permit calculation in the style 
faro iliar to atl engineers. Second, the tc~)l must be usetiJl 
to practicing computer system designers, who are nor 
psychologists. This implies that the entire tool must be 
packaged to avoid requiring specialized psychological 
knowledge. We think that the Keystroke-Level Model 
satisfies these concerns, Mong with the primary consid- 
eration of  being accurate enough to make design deci- 
sions. We believe that the Keystroke-Level Model be- 
longs in the system designer's tool-kit. 

It is possiNe to fbrmulate more complicated and 
refined models than the Keystroked.evel Model by in- 
creasing its accuracy or by relaxing some of its serious 
restrictions (e,g., models that predict methods or that 
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